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Abstract. Numerous applications have required the study of CO2 plasmas since the 1960s, from CO2

lasers to spacecraft heat shields. However, in recent years, intense research activities on the subject have
restarted because of environmental problems associated with CO2 emissions. The present review provides
a synthesis of the current state of knowledge on the physical chemistry of cold CO2 plasmas. In particular,
the different modeling approaches implemented to address specific aspects of CO2 plasmas are presented.
Throughout the paper, the importance of conducting joint experimental, theoretical and modeling studies
to elucidate the complex couplings at play in CO2 plasmas is emphasized. Therefore the experimental data
that are likely to bring relevant constraints to the different modeling approaches are first reviewed. Second,
the calculation of some key elementary processes obtained with semi-empirical, classical and quantum
methods is presented. In order to describe the electron kinetics, the latest coherent sets of cross section
satisfying the constraints of “electron swarm” analyses are introduced, and the need for self-consistent
calculations for determining accurate Electron Energy Distribution Function (EEDF) is evidenced. The
main findings of the latest zero-dimensional (0D) global models about the complex chemistry of CO2 and its
dissociation products in different plasma discharges are then given, and full State-to-State (STS) models of
only the vibrational-dissociation kinetics developed for studies of spacecraft shields are described. Finally,
two important points for all applications using CO2 containing plasma are discussed: the role of surfaces in
contact with the plasma, and the need for 2D/3D models to capture the main features of complex reactor
geometries including effects induced by fluid dynamics on the plasma properties. In addition to bringing
together the latest advances in the description of CO2 non equilibrium plasmas, the results presented here
also highlight the fundamental data that are still missing and the possible routes that still need to be
investigated.

PACS. XX.XX.XX No PACS code given

1 Introduction

The present review deals with the chemical-physics of cold
CO2 plasmas with the aim to collect a part of the efforts
dedicated to this topic carried out by several European re-
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search groups (Belgium, France, Italy, Netherlands, Por-
tugal and Russia) in the last years. Advanced simulation
modeling and accurate experimental investigations have
been recently developed to better understand the acti-
vation (dissociation) of CO2 in non-equilibrium plasmas,
with the aim to efficiently convert CO2 in specific value-
added chemicals. For this purpose, several types of non
equilibrium plasma discharges have been investigated to
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efficiently convert CO2 into molecules with higher added
value over a large range of pressures and frequencies: from
tens of mTorr to few Torr with direct-current (DC) glow
or radio frequency (RF) discharges [1–4], from few Torr
to tens of Torr with RF and microwave discharges (MW)
[5–8], at atmospheric pressure with gliding arc [9–11], di-
electric barrier discharges (DBD) [12–14] or micro-hollow
cathode discharges [15] and even above atmospheric pres-
sure with nanosecond discharges [16,17].

The interest on CO2 plasma, however, has a long his-
tory starting from the 1960s with a wide variety of ap-
plications, ranging from CO2 lasers [18], to astrophysi-
cal observations [19, 20], surface treatment processes on
carbon-containing substrates [21–26] and polymer deposi-
tion [27–29], or the design of spacecraft shields for plane-
tary atmosphere entry [30,30–36]. Recently, also the pos-
sibility of in situ oxygen production from the CO2 present
locally in the atmosphere is being developed for futuristic
human mission to Mars [2, 37–39].

The recent revival of interest in CO2 conversion by
plasma has also its origins in works from the 1970s. The
idea to use non-equilibrium plasmas for the CO2 disso-
ciation started indeed with the works of Fridman [40]
and Capezzuto et al. [41], at the beginning of plasma-
chemistry activity. In these first studies, it was already
clear that non-equilibrium plasma discharges have a great
potential in dissociating CO2 due to the presence of ener-
getic electrons, which activate the CO2 gas by electron im-
pact excitation (vibrational and electronic), leading to ion-
ization and dissociation, without the need to heat the en-
tire gas. In particular, they suggested the idea to increase
CO2 dissociation by selectively pumping energy into the
lowest vibrational levels of the molecule through electron-
molecule collisions, followed by vibrational-vibrational (VV)
energy exchange processes, which populate the upper vi-
brational levels, promoting dissociation from these levels.
In this way, the energy efficiency of the process is in-
creased since the necessary input power is only that one
needed to excite the first vibrational levels, instead of the
much higher one requested for thermal or electron im-
pact dissociation. For this reason, big efforts in the sci-
entific community were dedicated in the understanding
of the role of vibrational excitation in CO2 dissociation
in non equilibrium plasmas, both by modeling and ex-
perimental investigations. Different plasma configurations
and operating conditions have been investigated to under-
stand the dominant reaction mechanisms inducing disso-
ciation. As an example, in DBD plasmas, which operate at
high electric fields, CO2 dissociation is mostly driven by
direct electron impact processes, thus explaining the low
energy efficiencies found in both experimental and mod-
eling studies. On the other hand, MW plasmas seem to
provide the best conditions to promote vibrational non-
equilibrium that activates the vibrational ladder climbing
mechanism. Their features, however, depend on pressure
and gas temperature. By increasing the pressure up to at-
mospheric pressure, three-body recombination processes
of the kind CO + O + M → CO2 + M become very im-
portant and start limiting the effective CO2 conversion.

Also, an increase of gas temperature is not beneficial for
energy efficiency, since vibrational-translational (VT) en-
ergy relaxation processes start dominating reducing the
CO2 vibrational excitation. Moreover, with the increase
of gas temperature, the plasma evolves to conditions in
which the thermal dissociation is dominating instead of
the plasma assisted one. This is not only true for MW
plasmas, but also for gliding arc (GA) plasmas, operating
at atmospheric pressure.

From an experimental point of view, the majority of
the works dedicated to conversion efficiency of CO2 by
plasma uses complex reactor configurations for which only
the conversion rate α, defined as nCO/(nCO+nCO2), and
the conversion energy efficiency η are measured. Several
review papers [42–45] already compare the different plasma
sources from [1–14,16,17] and others in terms of α and η.
However, these two parameters are insufficient to gain a
deep understanding of CO2 plasma kinetics and a similar
dissociation rate α can be calculated with very different
kinetic schemes because of the complexity of the energy
transfers taking place between excited states of CO2 and
its by-products. Therefore, in this review, particular at-
tention is paid to in situ experimental measurements of
excited species densities and physical parameters (electric
field, temperatures), as well as measurements dedicated
to the study of individual collisional processes, which may
provide essential information for developing and refining
models.

From the modelling point of view, a challenging task is
to provide an accurate description not only of the plasma
chemistry of the CO2 mixture, but also of the physical pa-
rameters characterizing the plasma discharges for the dif-
ferent plasma reactor geometries. To this purpose, a joint
investigation between modeling and experimental works
is beneficial for a mutual validating procedure of the re-
sults obtained. At the moment, the CO2 research com-
munity has provided a very sophisticated description of
the plasma chemistry in CO2 plasma discharges by im-
plementing 0D kinetic models, also called global models.
These models have provided a deep understanding of the
reaction mechanisms dominating the CO2 mixture in dif-
ferent conditions, i.e. MW, DBD, pulsed discharge, noz-
zle expansion, and, despite the limitation of the 0D ap-
proach, have shown results in good agreement with ex-
perimental investigations. Special attention was also ded-
icated to the development of accurate vibrational kinetic
models for CO2 in a State-to-State (STS) approach, for
the calculation of the corresponding vibrational distribu-
tion functions (VDF), which in non-equilibrium plasmas
can deviate from the equilibrium Boltzmann distribution.
The CO2 asymmetric mode levels are generally taken into
account, but a big effort is being made by different groups
to extend the model also to symmetric and bending mode
levels, as already done in full STS models describing the
non-equilibrium vibrational kinetics in the hypersonic bound-
ary layer of re-entering bodies in Mars atmosphere [46,47].

Non-equilibrium plasmas are characterized also by non-
Maxwell electron energy distribution functions (EEDF).
The EEDF can be calculated by solving the corresponding
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electron Boltzmann equation in a self-consistent way with
the STS plasma kinetic equations, describing the heavy
particle kinetics. The electron kinetics is strongly coupled
to the vibrational and electronic excited state kinetics
of atoms and molecules. Actually, during the discharge,
plasma electrons pump vibrational and electronic excited
states by means of electron impact excitation collisions,
while, in turn, especially in the post-discharge, vibrational
and electronic excited states give energy back to the elec-
trons through superelastic collisions, affecting the EEDF
shape.

The difficulty of the global models with the STS ap-
proach is the need of an enormous number of electron
impact cross sections and heavy-particle collision rate co-
efficients involving all the considered excited states of the
involved species, i.e. CO2 and its dissociation products.
Semi-empirical, classical and quantum methods are being
used for calculating them, but, despite the efforts made
in the last years, data are still missing. As an example,
the electron impact dissociation cross section and the dis-
sociation rate coefficients by bimolecular heavy particle
collisions, which are of fundamental importance for the
description of CO2 dissociation in plasmas, are still on
debate. Similar considerations apply also to VV and VT
rate coefficients characterizing the CO2 vibrational kinet-
ics, which in general are calculated by using scaling laws
derived from first-order perturbation theories such as the
Schwartz-Slawsky-Herzfeld one (SSH) [48]. Actually, more
refined rate coefficient calculations can be provided by us-
ing the Forced Harmonic Oscillator (FHO) theory [49–
53] or by using an appropriate Potential Energy Surface
(PES) and a quasi-classical trajectory (QCT) dynamic
method. The latter approach has been already used for
the derivation of some VV and VT transition rates but
could be extended also to other transitions [54–56], while
the FHO theory was used to calculate an extensive matrix
of VV and VT transitions for CO2 very recently [52].

Another key challenge is to create an appropriate and
complete electron impact cross section database for CO2

plasma mixture species, which should be also compati-
ble with the one involving heavy particle collisions, i.e by
considering the same vibrational and electronic excited
states. In this direction, a significant effort has been made
for the calculation of detailed state-to-state electron im-
pact cross sections and the derivation of complete and con-
sistent cross sections sets by using swarm analysis, with
the creation of open-access databases of great relevance
for the low-temperature plasma community, such as, re-
spectively, the Phys4Entry [57] and the IST-Lisbon [58]
database reported in the LXCat database [59]. Despite
considerable progress in the calculation of cross-sections
and rate coefficients of elementary processes, as well as
in the development of consistent sets of cross-sections for
EEDF calculations, there are still too many unknown or
poorly documented processes that make it difficult to pre-
dict CO2 plasma properties. It therefore appeared neces-
sary to initiate a step-by-step model validation by com-
paring the results of calculations with measurements made
in simplified plasma configurations. By selecting particu-

lar operating regimes of low-pressure glow discharges, it
is possible to test one by one the accuracy of the EEDF
calculations, the VV and VT coefficients, and the main
chemical reactions under conditions of weak CO2 excita-
tion [60–64].

Another challenge in getting the description of the
models to converge with the quantities measured in ex-
periments is the need to take into account the effect of
surfaces in contact with the plasma. Interaction with com-
plex surfaces is at the centre of most CO2 plasma applica-
tions (polymer deposition, spacecraft heat shielding, etc.).
In the case of CO2 plasma recycling, the combination of
plasma with catalytic materials is one of the best options
to improve the energy conversion efficiency. Many pro-
cesses occur on surfaces, such as vibrational de-excitation
or recombination of oxygen atoms. New chemical reac-
tions, or reactions with a different rates can also happen
on surfaces with species produced in the plasma. All these
effects are strongly dependent on the physico-chemical na-
ture of the surface and their study is therefore complicated
by the material specificity of the experimental results ob-
tained. In addition, the breakdown of the plasma itself
can be affected by the properties of the surface, which
is particularly true in the case of streamers initiating on
catalysts. All these complex phenomena are the subject
of many studies, often performed in distinct communities,
and are briefly discussed in this review.

The CO2 research community has also tried to better
describe the geometry of the plasma reactors, to investi-
gate which reactor designs can increase the CO2 conver-
sion. From a modeling point of view, this has been done by
implementing higher dimensional fluid dynamics models
(2D and 3D) with the compromise of reducing the kinetic
scheme modules and/or of applying them to simpler gas
mixtures, i.e. helium or argon, or air. All previous aspects
are analyzed in detail throughout the paper, by reviewing
part of the results obtained by the present community in
the description of CO2 non equilibrium plasmas.

The paper is organized as follows. Section 2 focuses on
the experimental data available for CO2 plasma, providing
information about elementary processes, in situ measure-
ments of short-lived species and plasma parameter mea-
surements such as electric field, electron density and gas
and vibrational temperatures. Section 3 reports the state
of the art about theoretical calculations of elementary
collisions processes, involving heavy-particle (section 3.1)
and electron impact collisions (section 3.2). In particular,
for heavy-particle collisions, QCT calculation methods are
discussed and a focus on the quantum mechanical deriva-
tion of the activation energy of the Boudouard process im-
portant for the CO2/CO kinetics is provided. A detailed
overview of the most recent available database for electron
impact cross section sets is also performed. Section 4 gives
a general discussion of the state of the art of 0D kinetic
modeling for CO2 plasma mixtures in different conditions,
with an important focus on the insights that can be ob-
tained by these models for the characterization of the CO2

plasma discharges. Section 5 focuses on the electron kinet-
ics and on the importance of a self-consistent approach de-
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scription of the electron and the heavy-particle kinetics.
Section 6 provides a discussion about the results obtained
by a successful modeling and experimental joint investi-
gation, applied to the description of a pulsed DC CO2

glow discharge, which have provided a step-by-step val-
idation procedure of different aspects characterizing the
complex CO2 plasma kinetics. Section 7 shows the results
obtained by a full STS vibrational kinetic model applied
to the description of the hypersonic entry of vehicles in
Mars atmosphere. Section 8 addresses three key aspects of
plasma-surface interaction for CO2 plasmas by discussing
vibrational de-excitation at the walls, oxygen atom recom-
bination probabilities, and plasma-catalyst interactions.
Section 9 provides a brief overview on 2D/3D fluid mod-
els, implemented for a spatial distribution description of
plasma reactors, not possible with lower dimensional ki-
netics models. Finally, the conclusions with important per-
spectives is presented.

2 Experimental data available for CO2

plasma understanding

The various applications of CO2 plasmas that have been
investigated (CO2 lasers, surface treatment processes, de-
sign of spacecraft shields, CO2 recycling etc... ) have re-
sulted in experimental studies conducted under a wide
range of pressure conditions, gas mixtures and discharge
types. All these works can provide valuable information for
the understanding of CO2 plasma kinetics. However, the
information they provide is not always straight-forward to
be used as input data or even as comparison for models.
As already mentioned, many articles dedicated to CO2

conversion are reporting CO2 conversion rate (α) and en-
ergy efficiency (η). While these parameters are certainly
important for application purposes, they are not sufficient
to understand the elementary processes taking place in
the plasma. Our aim, in this section, is not to repeat the
comparison of plasma sources in terms of α and η, already
well documented in review articles [42–45]. Here we focus
on experimental works providing either basic data about
elementary processes taking place in CO2 plasmas, or in
situ measurements of short-lived species and physical pa-
rameters such as field, temperatures, etc. These data are
necessary to disentangle the effects of the coupled energy
transfer mechanisms between the numerous excited elec-
tronic and vibrational states of CO2 and its dissociation
by-products illustrated in the energy diagram on Fig. 1.
The coupling between the electron kinetics and the nu-
merous radicals, vibrational and electronic excited levels
produced in CO2 plasmas shown on this energy diagram
makes the complexity of CO2 containing plasmas. Unfor-
tunately, a lot of energy exchange processes between these
different species are still poorly known. In fact, sometimes
even the excitation cross section of these states by direct
electron impact suffers from large uncertainties.

Experimental data concerning elementary processes in-
volving excited states, or discharge parameters such as the
electric field, electronic density or gas temperature, are

Fig. 1. Energy diagram of electronic and vibrational excited
states of the most relevant species in CO2 plasma

therefore challenging but essential to gain understanding
of CO2 plasmas. The remainder of this section lists some
of the works that have reported either in situ experimen-
tal data in CO2 plasma, or experimental data on some
key elementary processes concerning: i. electronic impact
collision processes (Sec. 2.1), ii. vibrational kinetics (Sec.
2.2), iii. the role of excited electronic states and radicals
(Sec. 2.3), and iv. the influence of surfaces (Sec. 2.4).

2.1 Electron impact collision processes

A correct description of electronic impact processes is es-
sential for any plasma model. This requires, on the one
hand, sets of cross sections for electron impact processes
and, on the other hand, direct information on electron
properties in various plasma discharges (namely electron
density ne and temperature Te).

Concerning the first point, section 3.2 gives a state
of the art of cross sections databases available for electron
impact processes on CO2 but also for its dissociation prod-
ucts CO, O2 and O. Here we recall only the experimental
difficulties associated with the measurement of these cross
sections. As detailed in section 3.2, the problem of total
energy losses of electrons must be well distinguished from
that of the individual cross sections of each ionisation,
electron excitation, ro-vibration or dissociation processes.
One of the reasons for this is the accuracy with which it
is possible to measure the overall electron scattering pa-
rameters in comparison to the accuracy usually obtained
for individual processes cross sections.

Total scattering cross sections (TSCS, which include
elastic scattering) are usually obtained by transmission
methods: the intensity decay of an electron beam passing
through a gas cell is measured, and the TSCS is deduced
from Beer-Lambert formula. This is a direct absolute mea-
surement for which achievable precision is typically better
than 5%. The main inaccuracies often come from the pre-
cision of gas pressure measurement (this can make TSCS
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prior to 1970 less reliable) and the angular resolution error
resulting from the lack of discrimination between electrons
scattered within the angular acceptance of the detector. In
the case of molecules serious issues arise, especially at low
energy for which inelastic scattering due to rotational and
vibrational level can be challenging to distinguish from
elastic scattering [65–68].

Another approach to deduce integral cross section as
a function of energy consists in measuring macroscopic
transport coefficients in the so called ‘swarm experiments’(SE).
In fact, SE comprise different types of experimental config-
urations, all having relatively simple principles but requir-
ing quite complex analysis to obtain transport coefficients
[67–70]. For instance drift velocity vdr and longitudinal
diffusion can be obtained from ‘Time-of-flight’technique
(TOF) monitoring the time an ensemble of swarm elec-
trons (generated by photo-emission at the cathode or with
a filament for instance) needs to go across a drift tube
with a uniform field between two shutters. Transversal
diffusion DT is obtained in a similar manner by injecting
the electron through a small orifice and with a segmented
anode [70, 71]. In the technique called ‘Pulsed Townsend
discharge’(PT), the time variation of electron density is
measured either electronically or by integrating the pho-
ton flux to deduce the ionization coefficient and vdr. Like
TOF and PT, other variation of SE such as ‘voltage tran-
sient’ [72] or ‘spatial variation of current’ [73] are all based
on the analysis of electron avalanches induced in uniform
electric field. The main source of experimental errors in
SE comes from gas purity, accuracy of gas density or uni-
formity of the electric field. Recent works, such as [74]
for PT technique, are still improving the measurement
accuracy using the CO2 case as benchmark. The main
difficulty is the complexity of the analysis needed to re-
late measured transport coefficients to an integral cross
section. This requires either a Monte-Carlo simulation de-
scribing the kinetics of the electron swarm, or a Boltz-
man solver to compute an EEDF with a self-consistent
set of cross sections allowing to reproduce the transport
parameters. The main issue is then the non-uniqueness
of the effective cross-section sets capable of reproducing
the transport coefficients, in particular for electronegative
gases. Other data on elementary processes must therefore
be considered to provide constraints on the relative im-
portance of each process. Nevertheless the great merit of
the data from these experiments is to provide an excellent
benchmark for the overall consistency of a complete set of
effective sections used to calculate EEDFs as described in
section 3.2. Data from SE for CO2 can be found in [75–79],
for instance.

Various techniques have been used to obtain cross sec-
tions of individual inelastic collision processes. Electron
impact ionization can be measured accurately (between
5 to 10%) with an electron beam ionising the gas con-
tained between two plates imposing a perpendicular elec-
tric field. This gives the total ionization cross section [80],
but the different ions formed can also be analysed by using
time of flight mass spectrometry [81–83]. Cross beam ex-
periments can provide information on specific excitation

processes such as the excitation of the first vibrational
levels of CO2 [84, 85]. Recent experimental developments
(for instance with modulated electron beams) can over-
come the limitations on detection of scattered electrons
at angle close to the incident beam axis as shown for elec-
tron impact excitation of CO(a3Π) [86]. Optically allowed
transitions can also be determined from the measurement
of the number of photons emitted as a function of the
energy of incident electron beam. However, in addition
to the difficulty to normalize the results to an absolute
scale, cascade effects can lead to large errors. More details
about experimental methods for individual cross section
measurements can be found in [65,66,87]. Although CO2,
CO and O2 are among the molecules that have been the
most studied, large uncertainties remain about individual
processes cross-sections that are often difficult to decon-
volve when several excitation channels are open at the
same energy. Therefore theoretical works remain crucial
to complete the data for missing processes. A striking ex-
ample of the still substantial lack of basic data is the one of
CO2 dissociation by electronic impact for which cross sec-
tions reported in literature can largely vary both in shape
and magnitude as shown in [88]. It is shown in section
6.3 that recent measurements of dissociation rate coeffi-
cient in glow discharge [89] have allowed to constraint the
correct cross section.

Beyond the knowledge of cross sections themselves, the
modelling of electronic kinetics in various CO2 plasma
discharges would greatly benefit from direct experimen-
tal measurements of electric field (Efield), electron den-
sity (ne) and temperature (Te) but these data are scarce.
Langmuir probes have been used at low pressure (typi-
cally 0.1 mbar) in RF-ICP discharges [90–92] providing
ne and Te together with the dissociation fraction of CO2.
In glow discharges at few mbar ne can be deduced from
the imposed current and the electron mobility after mea-
suring the Efield with two floating potential pins inserted
in the positive column [62, 89, 93, 94]. It can also be mea-
sured with MW interferometry as shown in glow discharge
for CO2 laser studies [95] as well as low pressure (few
mbar) CO2 nanosecond discharge [96]. At higher pressure
however the diagnostic methods available to characterize
electron properties are limited. In [97] the broadening of
Hβ line is used to measure ne in CO2/H2 MW discharge.
In [98] ne and Te were obtained in CH4 and N2 MW dis-
charge with Thomson scattering but the strong rotational
Raman signal overwhelmed the Thomson signal for CO2.
In nanosecond discharge at atmospheric pressure, only
electrical current of individual pulses can be monitored
but the relation with ne is not straight-forward [99, 100].
It is worth noting also that almost no experimental data
exist concerning ions in CO2 plasmas. Recently positive
ions have been measured with MS in He/CO2 RF jet [101].

There is a clear need for more experimental data con-
cerning electron properties, also in order to describe cor-
rectly the vibrational kinetics. Indeed, electron and vibra-
tional kinetics are not only linked by the excitation of vi-
brations via electron impact (e-V) but also by the heating
of the electrons by super-elastic collisions (as discussed in
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Fig. 2. (a) Difference between vibrational temperatures and
rotational temperature (Tvib-Trot) of various molecules mea-
sured in CO2 containing plasmas as a function Trot. (b) Same
data plotted as degree of non equilibrium (Tvib/Trot) as a func-
tion of the partial density of CO2. Colors corresponds to the vi-
brational temperature considered with (red) for T3 the temper-
ature of the asymmetric mode of CO2, (orange) for T12, (blue)
for Tvib of CO (TCO), (magenta) for the electronic state N2(C)
(TN2(C)), (black) for C2 (TC2) and (purple) for CN (TCN).
Symbols corresponds to different type of plasma discharges
with for MW [43, 98, 103–105] and for MW torch [106],

for Glow discharges [60,107,108], + for RF [109], × for cap-
illary discharge in laser gas mixture (CO2/N2/He) [110–112],
and ∗ for non-self sustained discharges [113]. Open symbols
and are for transient measurements in pulsed discharges.

section 5), or even by ionization induced in collisions of
vibrationally excited molecules as shown for CO in pump
probe experiments [102].

2.2 Vibrational kinetics in CO2 containing plasmas

Measurements of vibrational temperatures (and/or indi-
vidual vibrational level population densities) are essential
data to describe CO2 plasma. Unfortunately data avail-
able are scarce compared to the literature dedicated to
conversion rates and energy efficiency. Fig. 2 shows a col-

lection of experimental data for vibrational (Tvib) and ro-
tational (Trot) temperatures measured in CO2 containing
plasmas for different purposes such as CO2 recycling, CO2

lasers, or planetary entry [43, 60, 98, 103–113]. On Fig. 2
(a) most of the data measured in different plasma dis-
charges correspond to values of Trot below 1000 K. Only
the MW discharges at pressure equal or close to atmo-
spheric pressure studied for CO2 recycling [103, 104] or
radiation for spacecraft shield design [106] are inducing
very high Trot from 4500 to 7000 K. The direct measure-
ment of CO2 vibrational temperature in the asymmetric
mode (T3) or the symmetric/bending mode (T12) is often
very challenging (note that only one temperature T12 is
used to describe the temperature of the bending and the
symetric stretching mode because of the Fermi resonance
between these two modes which will be described in sec-
tion 6). Many studies of CO2 containing plasma are there-
fore only reporting Tvib from the emission of electronically
excited states from other molecules in the gas mixture
such as N2(C), CN or C2. Nevertheless T3, T12 and the
vibrational temperature of CO (TCO) have been measured
by infrared absorption spectroscopy using either FTIR or
tuneable laser diodes in glow discharges [60,107–113], and
by Raman scattering in MW discharges [98, 105]. Rota-
tional Raman scattering has also been used in glow dis-
charges [64, 114] but only the degree of non equilibrium
characterized by the even and odd vibrationally averaged
nuclear degeneracies could be obtained in addition to Trot.
The difference Tvib-Trot for Trot<1100 K on Fig. 2 (a)
shows that in all the conditions measured a rough general
ordering of vibrational temperature could be done with
TN2

> TCO > T3 > T12. T12 remains always very close to
Trot which is expected from the small energy difference be-
tween levels of symmetric and bending mode favouring the
de-excitation into gas heating (see Fig. 1). The large en-
ergy difference between levels of CO2 asymmetric stretch
mode ν3 is beneficial to reach non equilibrium conditions
but part of the energy stored in ν3 is lost through (V-V’)
transfer into ν12, and the V-T transfers are still quite effi-
cient. These two effects combined explain that T3 is sys-
tematically lower than TCO in all the conditions reported.
The high efficiency of V-T transfers to de-excite ν3 levels
can be inferred from Fig. 2 (b), which represents the de-
gree of non-equilibrium in a slightly different way than Fig.
2 (a), using the parameter Tvib/Trot plotted as function of
nCO2 , the partial density of CO2 in the gas mixtures stud-
ied (calculated as nCO2 = fCO2 ·P/(kB ·T ) with fCO2 the
fraction of CO2 in the gas mixture entering the plasma, P
the pressure, kB the Boltzmann constant and T the tem-
perature taken equal to Trot). The data shown with +, ×
and ∗ symbols corresponds to measurements performed in
CO2 largely diluted in noble gases (10% CO2 in Ar and He
with a RF jet in [109]), in typical CO2 laser gas mixtures
of CO2/N2/He [110–112] and for non-self sustained dis-
charges [113], respectively. The limited collision with other
molecules and favourable EEDF in these gas mixtures ex-
plain the much higher Tvib than any of the data obtained
with larger proportions of CO2. All the solid points are
measured either in continuous glow discharge ( ) or con-
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tinuous MW ( ). These data show a thermalization of all
molecules measured (Tvib = Trot for CO2, CN, C2) for
densities higher than ∼1023m−3. For lower densities T12

is still nearly thermalized, but TCO/Trot is always higher
than T3/Trot with an almost linear decay respectively
from 4 to 1 and from 3 to 1 between nCO2

= 6.1021m−3

and 1023m−3. This correspond to the quenching by V-T
transfers increasing with the collision frequency. However
the fact that data obtained with diluted CO2 remains at
higher non equilibrium reveals the key role of CO2 dissoci-
ation products in these quenching processes. In particular
O atoms are very efficient quenchers of the vibrations as
already claimed in CO2 lasers literature [111,115] and ev-
idenced more recently in [108]. As already seen on Fig.
2 (a), the gas temperature also increases the efficiency of
vibrational quenching. Therefore it is possible to maintain
non-equilibrium at relatively high CO2 density when using
pulsed discharges as shown with the open symbols on Fig.
2 (b) for glow discharges ( ) [60,107] and MW ( ) [98,105]
(dotted lines are plotted to help seeing the trends). This
is made possible by the fact that vibrational excitation
via electronic impact is achieved faster than gas heating,
and because CO2 dissociation products accumulate less in
pulsed discharge. As a result, at the beginning of plasma
pulses, the gas temperature is still low enough for the V-Ts
to not yet effectively lower the vibrational temperatures,
allowing the T3/Trot ratio to reach values ∼3.

A few other papers report densities of individual vi-
brational levels measured by IR absorption in H2 with
few percent of CO2/CH4 [116], or by CARS on N2 in
CO2/N2/He [117]. Nevertheless there is certainly a lack
of experimental data on the vibrational excitation of CO2

especially since vibrationally excited molecules can play
a key role in plasma chemistry. For instance it is often
claimed that effective CO2 recycling requires promoting
the reaction 1 [40,118]

CO2(v) + O → CO+O2 (1)

but this process has not yet been directly evidenced ex-
perimentally.

The Boudouard or disproportionation reaction 2 is an
example of an important chemical reaction involving vi-
brationally excited molecules which has been studied in
‘pump/probe ’experiment by exciting vibrational state of
CO by laser and detecting resulting CO and CO2 by FTIR
[119].

CO(v) + CO(w) → CO2 +C (2)

where v and w are the quantum numbers describing two
possible vibrational excited levels. Different estimations of
the corresponding activation energy are available in liter-
ature. A focus on this aspect is reported in section 3.1.4,
while the effect of this important reaction on the CO vi-
brational kinetics is analysed in section 5. The Boudouard
reaction occurs only if the combined vibrational energy
of reactants exceed the activation energy of the process,
showing how the role of vibrations in chemical reactions
can therefore be of prime importance, but unfortunately
it remains insufficiently studied experimentally until now.

2.3 Role of radicals and electronic states

In addition to vibrational states, electronic excited states
and radicals also play an important role in the kinetics
of CO2 plasmas. In particular, it is worth mentioning the
key role of oxygen atoms (both in fundamental and excited
state O(3P) and O(1D)), as well as the metastable states of
CO and O2 molecules (especially CO(a3Π) and O2(

1∆g)).
As already mentioned in section 2.2, O atoms are very

efficient quenchers of CO2 (and CO) vibrational states
[108]. So called ‘Flow Tube Experiments’(FTE) are pro-
viding useful data about reactions occurring in collisions
with short-lived species in general, and about quench-
ing of vibrations by O atoms in particular. In FTE, a
flow of CO2 or CO excited in a specific state (by laser
for CO2(ν3=1) [115, 120] or heat jump for CO2(ν2=1)
[121–123] and CO(v=1) [124]) is injected into a flow of
O atoms obtained either downstream of a MW discharge
[115,120], or by photolysis of O3 [121,123,124]. The pop-
ulation density of the vibrational state detected by its flu-
orescence or with IR absorption is then measured as a
function of the O atoms density in the flow. These data
are very valuable but their precision rely on two absolute
measurements (of the vibrational state density and of the
O atoms density) both bringing their sources of inaccura-
cies. The quenching rate of CO2 bending mode by O(3P)
has also been deduced from LIDAR observation at dif-
ferent altitudes in the atmosphere [125] but results were
not consistent with lab experiments showing deficiency in
modelling of atmospheric 15µm radiation.

Beyond being ‘quenchers’of vibrations, oxygen atoms
are also highly reactive chemical species. They can con-
tribute to the ‘back reaction mechanisms’giving back CO2

from CO in a three body reaction.

CO+O+M → CO2 (3)

The reaction 3 can produce a broadband chemilumines-
cence emission often studied in flame combustion [126–
128] and recently in MW discharge [129]. However this re-
action occurs mostly at high temperature, or at the walls
with the surface acting as third body [130]. At low pres-
sure and temperature, back reaction mechanisms are prob-
ably dominated by other reactions involving for instance
CO(a3Π) state [131]. In any case, the avoidance of re-
combination of O atoms whether in O2 or CO2 is a key
process to achieve an energy efficient conversion of CO2,
and the use of membrane to extract O atoms from the
plasma could enhance the conversion efficiency [37]. At
high pressure, O atoms are also forming O3 as measured
in CO2 corona discharge [132] which is of importance for
planetary atmosphere chemistry. Despite their key role in
CO2 plasma chemistry, very few values of O atoms densi-
ties have been measured in plasmas for which CO and CO2

densities were simultaneously determined [21,93]. In fact,
most of the O atoms density measurements were focussing
only on their surface reactivity for spacecraft shield de-
sign [32,33,133–135].

A variant of the FTE has also been used to study
the quenching of O(1D) electronic state by CO2 and CO
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as done for the study of the Earth’s upper atmosphere
chemistry. A flow of O(1D) is produced by photolysis of
O3, N2O or NO2 and collides with a flow of CO2 or CO.
The resulting state of the molecules is measured by IR
absorption with FTIR or tuneable laser diode [136–139].
The quenching of O(1D) by CO is a test case of efficient
electronic energy transfer to vibrations (about 25% of the
energy) happening via a long-lived complex intermedi-
ate [136]. In [137,138] the quenching with CO2 is shown to
lead mostly to kinetic energy and weak dissociation into
CO and O. However more recent work [139] shows the
possibility of vibrational excitation through CO3 interme-
diate. It is particularly important to understand the exact
reactivity of O(1D) as it is one of the states produced by
the dissociation of CO2 via electronic impact at ∼7eV.
Another excited electronic state that can result from CO2

dissociation is the CO(a3Π) state.
CO(a3Π) is a metastable state storing ∼6 eV (see

fig. 1) with a radiative lifetime of ∼2.6 ms measured in
molecular beam experiment [140,141]. The emission of the
forbidden transition from CO(a3Π) to the ground state,
called the ‘Cameron band ’has been measured for instance
in Mars airglow [142]. CO(a3Π) can be excited: i. by elec-
tron impact (cross section measured in molecular beam ex-
periment together with other electronic states [143–146]),
ii. by radiative cascade (decay from e.g. CO(b3Σ+) called
‘3rd positive band ’), iii. by dissociative excitation of CO2

by electron impact (>11.5 eV), and iv. by dissociative re-
combination of the CO+

2 ion as measured in the down-
stream of a MW plasma in FTE [147]. The large amount
of energy carried by this metastable state can influence
significantly both vibrational kinetics and chemistry [131,
148]. The transfer from electronic to vibrational energy
in collisions between (CO(a3Π) + CO) is found to hap-
pen with 89% efficiency in [149] leading to fast redistri-
bution of energy on high vibrational levels and radiation.
CO(a3Π) can be simply quenched to the ground state in
collisions with CO and O2 as measured in [150–152] but it
can also react with another CO to dissociate into C+CO2

[119, 150, 153, 154] or with O2 to produce CO2 + O [150]
(see also equation 12 in section 5 and the related discus-
sion). Depending on pressure and temperature conditions,
this last reaction can even be the main ‘back reaction
mechanisms ’as shown in [131]. Even though CO(a3Π)
appears to be a key specie in CO2 plasma dynamics, its
direct measurement is very challenging and has been done
only in very diluted gas mixture for CO2 laser study [155].

Other electronic states of dissociation products of CO2

could play an important role in CO2 plasma such as O2(a
1∆g)

and O2(b
1Σ+

g ) but almost no data exist concerning their
interaction with CO2 except for their quenching [156,157].

2.4 Influence of surfaces

The interaction of CO2 plasmas with surfaces is central
to many applications. For instance the coupling of CO2

plasma with catalyst is one of the main paths studied to
achieve efficient CO2 recycling as detailed in section 8.
Surface treatment processes are another example in which

carbon-containing substrates such as polymers [21], glassy
carbon [22], carbon nano-structures [23,24], graphene [25,
26] or polymers [27–29] are exposed to a plasma in which
CO2 can either be a byproduct released in the plasma, or
the feed gas used for the treatment. However the primary
field in which the interaction of CO2 plasmas with surfaces
has been studied experimentally is probably the design of
atmospheric re-entry shields. While many works in this
field focuses on the radiation emitted at high temperature
by CO2 plasmas using LIF [158] or emission spectroscopy
in the downstream intense plasma sources (ICP torch, arc
shock tube, MW torch etc...) [159–164] (see the impor-
tance of these experiment in section 6), a few studies re-
port on the ‘catalycity ’of materials exposed to the plasma.
In particular the recombination of oxygen atoms at walls
is an important heating source of materials because of the
large energy dissipated. O atom recombination probability
(γO) in the downstream of various CO2 plasma discharges
have therefore been measured on metal (silver, molybde-
num, etc.) and ceramic surfaces (quartz, SiC, Al2O3, etc.)
to simulate Martian atmosphere entry [32,33,134,135]. In
these experiments, O atoms density and γO were measured
by actinometry [134], TALIF [135] or calorimetry and sim-
ulation of the heat flux [32,33]. Actinometry has also been
used in the field of surface treatment to measure γO in a
RF discharge used for coating with HMDSO [21]. Recently
both actinometry and TALIF have been compared in a
pure CO2 glow discharge studied for CO2 recycling [93].
It is worth mentioning that O atoms can contribute to
‘back reaction mechanisms ’by recombining with CO into
CO2 at the walls [130,150].

Surfaces can also be responsible for vibrational de-
excitation which is an additional source of heat for space-
craft shield, and a detrimental contribution for CO2 lasers.
Several works have therefore measured surface vibrational
de-excitation with the aim of minimizing it. The measure-
ment is usually performed with ‘pump-probe’experiment
in which CO2 is excited by a laser in the first ν3 level and
the decay of spontaneous fluorescence at 4.3µm is mea-
sured over quartz [165], Pyrex, Brass, Mylar Teflon [166]
or metal surfaces [167]. Similar experiments have also been
done for CO vibrational surface deactivation [168,169]. All
these experiments provide valuable information but they
also highlight on the one hand the need for theoretical
work on elementary processes as discussed in section 3,
and on the other hand the need to return to relatively
simple plasma configurations to validate kinetic schemes
due to the intrinsic complexity of CO2 plasmas (see sec-
tion 7).

The surface mechanisms undoubtedly add an addi-
tional level of complexity to the understanding of CO2

plasmas. Before they can be properly taken into account,
a solid basis on the elementary collision processes is re-
quired.
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3 State of the art about theoretical
calculations of elementary collision processes

In the present section, we focus on elementary collision
processes occurring in CO2 plasmas, involving heavy-particle
collisions (see section 3.1) and electron impact ones (see
section 3.2). As already pointed out in section 2.2, the CO2

kinetics is strongly dependent on VV and VT and vibra-
tional activated CO2 dissociation. Unfortunately, no com-
plete sets of vibrational state specific rate coefficients for
heavy particle collisions in CO2 plasma is available. This
kind of information can be explicitly calculated by using
molecular dynamics calculations based on quasi-classical
methods, using appropriate potential energy surfaces as
shown in section 3.1.2. A focus on the Boudouard pro-
cess important for the CO kinetics is also provided due to
recent quantum mechanical calculations of its activation
energy. A lot of uncertainty is still present on electron im-
pact cross sections and the need of a complete electron
impact cross section database is crucial for the develop-
ment of kinetic models on CO2 plasmas. The available
and recent electron impact database sets are overviewed
in section 3.2.

3.1 Heavy particle collisions

The collisions between heavy particles in plasmas pro-
motes the energy exchange between translations, rotations
and vibrations. These processes, conveniently treated as
quantum transitions between molecular states, are best
described by the evaluation of the related State-to-State
(STS) detailed dynamical quantities, from which, by sta-
tistical combination and averaging, ab initio kinetic ob-
servables can be generated. Approximate, reduced-dimension
methods, such as the Schwartz-Slawsky-Herzfeld (SSH)
theory [48], are routinely used to devise large sets of kinet-
ics data. These are based on scaling of known parameters
over quantum numbers and temperatures and have the
merit of a straight application. A more accurate approach
can be based on the Forced Harmonic Oscillator (FHO)
theory [49,50,170], which is the extension to higher-order
terms of the same kinetic theory the SSH first-order ap-
proximation is based on. However, these theories are not
expected to be generally accurate, since many degrees of
freedom are not included in the original formulation. The
simulation of molecular collision dynamics is instead the
way to obtain comprehensive data bases of cross sections
and rate coefficients for the Vibration-Vibration (VV) and
Vibration-Translation (VT) energy exchange processes in
gas phase.

In the case of collisions involving CO2 molecules,overall
highly demanding calculations are required, due to the
complexity of the interactions and to the relatively high
number of internal degrees of freedom. Consequently, full
dimensional quantum treatments are a rather impracti-
cal approach for systematic calculations. A fairly feasible
approach resorts to so called “Quasiclassical” Trajectory
(QCT) calculations, performed by specific dynamics pro-

grams (see e.g. [171]). The method is illustrated in next
section.

3.1.1 The quasiclassical trajectory method

In QCT calculations the collision dynamics is described in
a classical mechanics framework, where the cross section
of an energy exchange event upon collision involving initial
and final states denoted as i and f , depends on the impact
parameter b as follows:

σij(E) =

∫ bmax

0

2πbPij(E, b)db (4)

where bmax is a truncation limit for the integration, cor-
responding to the maximum distance range in which the
intermolecular potential is effective, Pij is the STS prob-
ability associated to the energy exchange event and E is
the relative energy of collision. By running a large number
of collision trajectories, with the appropriate initial con-
ditions, the probability Pij is obtained as simply the ratio
between the number of trajectories corresponding to i–j
transitions and the total number of trajectories, Nij/Nt.
The cross section σij can be estimated as

σij(E) = Pij(E)πb2max (5)

according to the classical interpretation of this observable
as a target area. The selection of the initial conditions,
from which the collision trajectories are started, is a key
point in the QCT method. In the usual procedure, the col-
lision energy E is given a fixed value for an entire batch
of trajectories, while the values of the initial rotational
angular momenta of the colliding molecules are selected
by sampling the Boltzmann distribution corresponding to
a given rotational temperature Trot and the correspond-
ing vectors are randomly oriented; the initial vibrational
states of the molecules are explicitly selected according
to specified vibrational quantum numbers. Initial coor-
dinates and momenta for the relative motion are chosen
assigning to the impact parameter b a value chosen in the
range [0, bmax]. Finally, the molecules are randomly ori-
ented, with the initial intermolecular distance set large
enough to make the interaction between them negligible.
The vibrational state of the linear CO2 molecule requires
four quantum numbers, however the one corresponding to
the vibrational angular momentum can be disregarded,
since bending states with significant rotational energy are
unlikely (i. e. the rotational energy with respect the molec-
ular axis is in general very low [54]).
The above scheme is suited for VV and VT exchange pro-
cesses, since cross sections and probabilities obtained from
the trajectories are specific for vibrational states, but ther-
mally averaged over rotations (at the given rotational tem-
perature). Thermal averaging over translations can be also
achieved, for a given temperature T , assigning different E
values to any trajectory, as generated from a sampling
of the Boltzmann distributions of the relative velocities.
In most cases the rotational temperature Trot can be as-
sumed to be equal to the translational temperature T ,



10 L. D. Pietanza et al : Advances in non-equilibrium CO2 plasma kinetics

due to the different typical time scales for relaxation of
rotations and translations.

The output of QCT calculations is a set of classical
final states (in the form of phase-space vectors) of the
CO2 molecules, that are to be matched with the given ini-
tial states. The final vibrational energy of each mode of
vibration can be calculated by projecting the final phase-
space vectors into the CO2 normal mode basis vectors.
This means assuming harmonic motion for the molecular
vibrations and separable normal modes, a pretty reason-
able approximation for the first lower vibrational states.
To deliver the state-to-state vibrational transition prob-
abilities, cross sections and rate coefficients, the classical
normal mode energies have to be quantized. Therefore the
final step, after running each given bunch of trajectories, is
a data-binning procedure, yielding final vibrational quan-
tum numbers. After this proper selection of the averaged
initial conditions the thermal state-to-state rate coefficient
for an i− j transition (e.g. vibrational) can be expressed
as follows:

kij(T ) =

(

8kT

µπ

)
1
2

σij(T ) (6)

where µ is the reduced mass of the system. To ensure sta-
tistical accuracy of the results, large batches of classical
trajectories have to be run, for each given initial vibra-
tional state, over the desired range of temperatures, with
massive computational efforts. In this respect, we mention
that the use of QCT techniques on parallel and distributed
computing infrastructures can be easily implemented be-
cause of the perfect decoupling of individual trajectories
(or of small batches of them). However, the quality of the
results also depends on the accuracy of the Potential En-
ergy Surface (PES) in modeling long- and short-range in-
termolecular forces (see below).

An alternative and in principle more accurate method,
balancing accuracy and computational costs, combines a
more accurate quantum mechanical treatment (for selected
vibrational degrees of freedom) with classical mechanics
ones (for the remainder), the so-called quantum-classical
method [172], so far adopted for atom-diatom and diatom-
diatom collision [173], but in principle amenable of exten-
sions to three-atom molecules.

3.1.2 Potential energy surfaces

The outcomes of the molecular collision events depend on
the intermolecular interactions, which affect the energy
disposal among the different degrees of freedom (trans-
lation, rotations and vibrations). An accurate Potential
Energy Surface (PES) is therefore necessary for realis-
tic simulations of the energy transfer processes. The in-
termolecular potentials can be in principle characterized
in detail by molecular beam scattering experiments [174]
and, for some aspects, by spectroscopic studies of van der
Waals complexes. However, information about the poten-
tial has to be inferred from the experimental results by
complex inversion procedures; case by case, a parametric

model potential has to be adopted and the sets of param-
eters have to be varied to obtain best agreement with ex-
periments from the integration of the dynamics equations.
The reproduction of glory oscillations and the second virial
coefficients is an optimal quality test for the interaction
model, see e.g. [175]. Intermolecular forces are expected to
be varying when excited vibrational and rotational states
distort the molecular geometry, since the physical proper-
ties they are directly connected with, such as polarizability
and charge distribution, are affected by molecular defor-
mations. Accordingly, a suitable PES should explicitly ac-
count for the variation of the intermolecular interaction
parameters with the internal coordinates of the molecules
and the more the energy is high, the more this dependence
is crucial.

An appropriate functional representation of the PES
for a system of colliding molecules can be designed as
the sum two terms accounting for energy contributions
coming from intra- (that is bond lengths and angles) and
inter-molecular (distance of the two molecules and angles
defining their mutual orientation) degrees of freedom, as
follows:

V (R,Ω,q) = Vintra (q) + Vinter (R,Ω) (7)

where Vintra represents the internal potential energy (in-
tramolecular) of the isolated molecules, depending on the
internal coordinates denoted as q, Vinter is the intermolec-
ular potential energy, R is the distance between the cen-
ters of mass and Ω collectively denotes the angles defin-
ing the mutual orientation of the molecules. The inter-
nal interaction energy is usually replaced by an ab ini-
tio ground state potential energy surface. The intermolec-
ular interaction energy Vinter of Eq. 7 mainly includes
two effective contributions, say VvdW , representing the van
der Waals interactions (size repulsion and dispersion at-
traction effects), and Velect representing the purely elec-
trostatic interactions. Both terms depend on the inter-
molecular distance R, while they are weakly dependent
on Ω (anisotropy of the interaction). Velect depends on
the anisotropy of the charge distribution of the interacting
molecules. In some collisions, the molecules approach each
other closely, so that a model for VvdW based on pairwise
contributions between specific interaction centers located
on atoms or atom groups is more suited. The so called Im-
proved Lennard Jones (ILJ) potential [55], where the in-
teractions between centers is modelled by using a general
potential function for each contribution to the VvdW term
adopts this view. For the CO2–CO2 and CO2–N2 colliding
systems, the dependence of the PES from stretching and
bending degrees of freedom was derived in Refs. [55, 56]
where the obtained PESs were also improved thanks to a
comparison with ab initio data and the measured second
virial coefficients.

3.1.3 QCT results for CO2-CO2 and CO2-N2 collisions

To illustrate the StS rate coefficient calculations for molec-
ular collisions, we consider here the CO2–CO2 and the
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CO2–N2 systems, for their relevance to plasma chemistry,
atmospheres and astrochemistry and the prototypical com-
plexity of carbon dioxide as a three-atomic molecule. For
both systems the PESs have been obtained in Refs. [55,56],
where the dependence of the intermolecular interaction on
vibrational motion has been included and the effects on
energy transfer have been assessed. The same PESs are
here used to simulate the dynamics of the following pro-
cesses involving CO2 by the QCT method:

CO2(0, 0, n) + CO2(0, 0, 1) → CO2(0, 0, n+ 1) + CO2(8)

CO2(0, 0, n) + CO2 → CO2(v1, v2, n− 1) + CO2 (9)

where n is the quantum number of the asymmetric stretch-
ing (∼ 2390 cm−1) and the two zeroes are referred to
the symmetric stretching and bending quantum numbers,
according to the standard notation. CO2 represents the
molecule in the lowest vibrational state. As stated above,
just three quantum numbers for the vibrations of CO2 are
considered. The VV exchange of Eq. 8 is studied at T =
300 K and for n = 0, · · · , 9.
The VT relaxation channel of the asymmetric stretching
in Eq. 9 is simulated at T = 300 K, with the quantum
numbers v1 = 0, 1 and v2 = 1, 2, 3 combined in such a
way that the allowed states are (1,0,0), (1,1,0), (0,1,0),
(0,2,0), (0,3,0). This representation for the VV and VT
processes has been adopted to facilitate comparison with
corresponding SSH derived rate coefficients by Kozak and
Bogaerts [118]. In Fig. 3 we show the rate coefficients for
the VV and VT processes of Eqs. 8 and 9, compared with
equivalent results from [118] obtained by scaling based on
SSH theory.
Furthermore, we simulated over a range of temperatures
a second VT process, corresponding to the exchange (gain
or loss) of a quantum of bending energy

CO2(0,m, 0) + CO2 → CO2(0,m± 1, 0) + CO2 (10)

and make the comparison with the equivalent process from
[176], where the corresponding thermal rates were ob-
tained by SSH theory extended for polyatomic molecules
(see Fig. 4 a). Finally, as an example involving N2, we run
QCT calculations for the following VT transfer process on
a range of temperatures

CO2(0, 0, 1) + N2(0) → CO2(1, 0, 1) + N2(0) (11)

obtaining the thermal rate coefficients, in order to assess
the effects of the molecular vibrations on the intermolec-
ular interactions (see Vinter in Eq. 7). Results are shown
in Fig. 4 b, where the same rate coefficients are also re-
ported as coming out by neglecting the dependence of the
intermolecular forces from vibrational motion. This cor-
roborates the point emphasized in previous section about
geometry deformations, affecting the intermolecular po-
tential and consequently the collision observables.

3.1.4 Boudouard reactions

As will be discussed in the next pages, one of the major
component of the dissociation of CO2 is CO, becoming
important in the whole CO2 plasma kinetics.
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are reported as a function of the asymmetric stretching quan-
tum number n. The QCT results are compared to those ob-
tained by SSH scaling from [118]. In the VT processes (blue and
green plots) the final excited symmetric stretching and bend-
ing states can be any one of (1,0,0), (1,1,0), (0,1,0), (0,2,0),
(0,3,0).

500 1000 1500 2000

T(K)

6×10
-17

3×10
-14

2×10
-11

k
 (

c
m

3
 s

-1
)

Kustova et al.
QCT

2000 4000 6000 8000 10000
T(K)

1×10
-12

1×10
-11

1×10
-10

k
(c

m
3
s

-1
)

Flexible
Rigid

(0,0,1) + (0)      (0,1,1) + (0)

(0,m,0) + (0,0,0)        (0,m ± 1,0) + (0,0,0)

300

200

a)

b)

Fig. 4. (a) VT energy transfer in CO2+CO2 collisions, STS
rate coefficients for the process in Eq. 10 as a function of
temperature, comparison between QCT results and SSH rates
from [176] and [118], respectively. (b) CO2+N2 collisions, rate
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The first studies on the CO kinetics were developed
to understand the corresponding CO laser in the infrared
region. Wide use was made by solving a vibrational mas-
ter equation containing V-V (vibrational-vibrational) and
V-T (vibrational translational) energy exchange processes.
Maxwell and non-Maxwell electron energy distribution func-
tions were also taken into account to calculate the electron-
vibrational energy exchange processes (the e-V) one and
the dissociation process either by electron impact or by
the so called Boudouard reaction [177]. This method was
used by Gorse et al. [177,178] emphasizing the role of the
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Boudouard reaction [179,180] against dissociation rates by
electron impact. The Boudouard reaction involving only
vibrationally excited states of the ground state of the two
CO molecules is reported in Eq. (2).

The reaction can also involve an electronically excited
molecule, CO(a3Π, v), in a triplet metastable state

CO(a3Π, v) + CO(X1Σg, w) ⇔ CO2 +C (12)

The Boudouard reaction for the ground state (see Eq. (2))
was firstly examined by Rusanov et al. [179, 180] by us-
ing a statistical theory of chemical reactions that assumes
formation of a long-lived intermediate complex, where the
energy moves freely among the modes. The correspond-
ing equation contains the activation energy of the process.
The forward rate constant kf for process in Eq. (2) can
be written as [181]

kf =

vmax
∑

v=0

w=vmax
∑

w=0

kv,wf (13)

where kv,wf is given by

kv,wf = v(T )θv,wSfvfw

[

1−
Ea

Ev + Ew

]2(
ωCO

ωCO2

)2

(14)

where v(T) = 3 x 10−10(T/300)1/2 is the frequency of
gas kinetic collisions of CO molecules, Ea the activation
energy of the process, Ev and Ew are the vibrational en-
ergy of the reactants, ωCO and ωCO2 are the vibrational
frequencies of CO and CO2 (in the latter case the one of
the asymmetric mode), θv,w is a step function (i. e. θv,w=1
when Ev + Ew ≥ Ea, θv,w = 0 when Ev + Ew < Ea) and
S is a steric factor.

Different values of this activation energy have been
proposed in these years, starting with a value of 6 eV es-
timated by Rusanov et al. [179, 180], followed by a value
of 8 eV by Martin [181] and more recently Essenhigh et
al. [119] measured an activation energy of 11.6 eV. These
differences propagating in the reaction rates are shown
in [182]. More recently Barreto et al. [154] determined the
reaction rates by using the transition state theory and
a quantum chemistry approach to get the forward and
backward activation energies of the Boudouard processes,
which can be written in compact form in the following way

CO(s, v) + CO(s, w) → CO2 +C(s) (15)

CO(t, v) + CO(s, w) → CO2 +C(t) (16)

CO(s, v) + CO(s, w) → C2O+O(s) (17)

CO(t, v) + CO(s, w) → C2O+O(s) (18)

The symbols s and t denote singlet and triplet states
of CO and v, w represent the vibrational excited states of
CO. The transition rate constants, for v=w=0, are deter-
mined using the equation

kTST (T ) =

(

kBT

h

)(

Q 6=

QA
COQ

B
CO

)

exp

(

−
V G 6=

a

RT

)

(19)

where QA
CO

, QB
CO

and Q 6= are the partition functions
of the CO reactants and of the transition state, T is the
temperature, and kB and h are the Boltzmann and Planck

constants. The term V G 6=

a is the vibrationally adiabatic
ground-state potential-energy curve, which is given by the
sum of the classical potential energy of the saddle point,
V6=, and the zero-point energy, ǫZPE . The contribution
from the translational mode along the reaction coordi-
nate for the partition function of the transition state, cor-
responding to an imaginary frequency and accounted by
the term kB T/h, has not been considered. The rate con-
stants k of the four reactions as a function of the reciprocal
of temperature, 1/T, and fitted by the Arrhenius equation

k = A exp

(

−
Ea

RT

)

(20)

are shown in Fig. 5. In Eq. 20, Ea represents the acti-
vation energy of the different processes and A is the pre-
exponential term without considering the vibrational en-
ergy. Fig. 6 reports the energy of the different processes
including the transition state calculated by using quantum
theory [154]. These data were used in the calculation of
rate coefficients of the four reactions without considering
the role of vibrational energy (i.e. v=w=0). To simplify
the notation, reactions can be schematically written as

CO+ CO → TS → CO2 +C (21)

CO+ CO → TS′ → C2O+O (22)

where TS and TS’ represent the transition states. In
the case of two vibrationally excited molecules participat-
ing in the reaction, the simplest approximation consists in
considering the total vibrational energy Ev + Ew, so that
the vibrational energies of both reactants are character-
ized by equal efficiencies in the reaction. The state-to-state
rate constant becomes kv,wf and the effect of vibrationally
excited states on the total rate is given by Eq. 13 with
Eq. 14 written in the form

kv,wf = fvfwA exp

(

−
Ea

kBT

)

exp

(

α(Ev + Ew)

kBT

)

(23)

where fv and fw are the populations (expressed in mo-
lar fractions) of the vibrational states of reactants, while A
represents the pre-exponential term in the Arrhenius equa-
tion (see Table I). The parameter α was calculated accord-
ing to the rule of Macheret and Rusanov: α ≈ Ea

(Ea+E−
a )

,

where E−
a is the apparent activation energy of the inverse

reaction; the corresponding results have been reported in
Table I. The role of the vibrational energy entering in
the different rates is inserted by using the semi-empirical
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Fig. 5. Rate constants, log k, as a function of 10000/T (bottom
axis) and T (top axis) of (a) CO(s)+CO(s) → CO2+C (Eq. 15);
(b) CO(s)+CO(s) → CO2+C (Eq. 16); (c) CO(s)+CO(s) →

C2O + O (Eq. 17); (d) CO(s)+CO(t) → C2O + O (Eq. 18)

method of Macheret et al. [183] able to define for each
Arrhenius form a parameter α.

The most important point of the present table is the
large difference in the activation energy of the four pro-
cesses. In particular, the presence of the metastable state
in the reactions is such that it strongly decreases the acti-
vation energy of process having large differences on the rel-
evant rates. Considerations about reactions involving the
triplet state should involve a sort of separation of the vi-
brational energies between ground and metastable states.
This is a problem still far from being solved.

3.2 Electron impact collisions

Electron impact processes are of paramount importance
in any plasma, as they are the driving mechanism for
plasma-reactivity. Electrons are easily accelerated by elec-
tric fields and transfer their energy in collisions where they
excite, dissociate and ionize the various neutral molecules
in the background gas. Each elementary process is associ-
ated with an energy-dependent electron impact cross sec-
tion, describing in detail how efficient these energy transfer
processes are.

Electron impact cross sections can be used with two
related, but often non-coincidental, purposes. On the one
hand, they can be used to solve the electron Boltzmann
equation and obtain an accurate EEDF. In this case, the
full cross section set must be validated, usually from the
comparison of calculated and measured swarm data, e.g.
electron mobility, diffusion coefficient and Townsend ion-
ization coefficient. Such consistent cross section set de-
scribes very well the global electron energy transfers on
the various energy ranges. However, the individual cross
sections considered may contain processes that are not
easy to unambiguously identify and/or that correspond to

Fig. 6. Energy (in kcal/mol) diagrams for the four reactions,
with the corresponding structure and relative energy of the
activated complexes, TS(s), TS(t), TS’(s), TS’(t)

lumped cross sections describing the excitation of several
states. On the other hand, they can be used to calculate
with precision the electron impact rate coefficient of some
specific process, obtained from the integration of the cor-
responding cross section over the EEDF [184], to be used,
e.g., in the interpretation of a particular phenomenon or
experiment. Frequently, these cross sections are not part
of the complete set. An example is the calculation of the
electron impact rate coefficients required to interpret acti-
nometry measurements [185,186].

It should be clear that the knowledge of a particular
cross section with great accuracy should not motivate its
blind inclusion or substitution in a consistent set. Indeed,
if a very precise measurement or calculation becomes avail-
able and this cross section is to become part of a consistent
set, a swarm analysis has to be redone, with possible im-
plications on the other cross sections within the set, to
ensure the consistency of the set and the correct calcu-
lation of the EEDF. It is often preferably to first obtain
the EEDF with the previously validated cross section set
and only afterwards integrate that particular new cross
section over the EEDF to obtain the corresponding rate
coefficient.

There are several databases where data on various
cross sections can be found. Two open-access databases
of relevance for the low-temperature plasma community
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Table 1. Values of Ea (in Kcal mol−1), A (in cm3 mol−1 s−1) and α for the reactions in Eq. 15, 16, 17, 18

Ea(Kcal mol−1) A(cm3 mol−1 s −1) α

CO(s)+CO(s) → CO2+C 192.76 3.8 1013 0.86
CO(s)+CO(t) → CO2+C 47.34 4.1 1014 0.45
CO(s)+CO(t) → C2O+O 273.462 3.5 1013 1
CO(s)+CO(t) → C2O+O 101.20 1.1 1014 0.85

are the PHYS4ENTRY [57] and LXCat [59] databases.
The former has a wealth of information on state-to-state
cross sections, while the latter has a larger emphasis on
the presentation of complete and consistent cross section
sets.

In CO2 plasmas, CO, O2 and O may be present with
significant concentrations. Therefore, besides CO2 itself,
cross sections for electron impact on these four species are
of importance. A brief account of available data and open
issues is given in the next few sections.

3.2.1 CO2

There are several swarm-derived complete cross section
sets available in [59]. A new complete and consistent cross
section set was derived from a swarm analysis in the last
few years by Grofulović et al [58, 88]. This cross section
set is largely based on the set by Phelps and co-workers
[75, 187], with explicit additions from Itikawa [188, 189]
and Celiberto et al [190–192] regarding the ionization and
the vibrational excitation cross sections, respectively. An
overview of this cross section set is shown on Figure 7.

The ionization cross sections by Itikawa [188,189] were
used by Stankovich et al [193] to calculate the correspond-
ing electron impact rate coefficients in non-equilibrium
conditions of a CO2 plasma sustained by a radio-frequency
(RF) electric field. It is shown that in swarm conditions
a correct description of the EEDF for reduced electric
fields, E/N , below ∼ 10 Td is only possible by consider-
ing superelastic collisions with vibrationally excited (0110)
molecules [88]. Data from Biagi’s Magboltz code [194] were
recently added at the LXCat database Biagi-v7.1 [195]
and was used by Vialetto et al in benchmark Monte Carlo
Flux calculations [196]. A brief comparison with data from
[88] is also given in [196]. A more detailed comparison of
the Biagi cross sections with those from other databases
should be done in the near future.

As it is often the case in swarm-derived cross section
sets, various cross sections from [75] and from most of
the databases available at the LXCat website [59] cor-
respond to lumped processes describing generic energy
losses, where the individual processes are not identified
[58, 187, 197–199]. This is the case of nearly all the vi-
brational and electronic excitation cross sections. Regard-
ing vibrational excitation, Celiberto and co-workers cal-
culated the full matrix of cross sections for the electron-
impact resonant vibrational excitation within each differ-
ent vibrational mode up to vibrational quantum numbers
of 10 (transitions vi → vf with 0 ≤ vi ≤ vf ≤ 10 on
each mode, keeping the other two quantum numbers at

Fig. 7. Overview of the CO2 electron impact cross section set
from [58,88], including the cross sections for: effective momen-
tum transfer (—); dissociative attachment (—); the vibrational
excitation of states 010 (—), 020 (—), 100 (—), and 001 (– –);
electronic excitation at 7 eV (—) and 10.5 eV (—); and ion-
ization (– –). The figure also includes the cross sections from
[200] corresponding to two dissociation channels, with thresh-
olds at ∼7 eV (—) and 11 eV (—). Additional cross sections
and details can be found in [58,88].

0) [190–192]. Note that for the resonant excitation of the
bending and asymmetric stretching modes the selection
rule ∆v = vf −vi = 2 holds. As a consequence, if the data
from [190–192] are used in plasma modelling without any
addition, no relevant single-quantum transitions are ac-
counted for and the calculated populations of the bending
and asymmetric stretch levels surely deviate very strongly
from the measured concentrations [200,201]. Nevertheless,
the information from [190–192] is invaluable and was used
in [88] to partially deconvolute some lumped cross sec-
tions, in what has to be seen merely as a first small step in
the identification of individual processes. Further studies
are needed to obtain the full set of state-dependent cross
sections for vibrational excitation, accounting for both res-
onant and non-resonant contributions.

In what concerns the excitation of electronic states,
most complete sets include only two or three cross sec-
tions, describing generic losses meant to represent the glo-
bal excitation of several states. Exceptions are the results
in the Biagi [195] and Triniti [199] databases. Of partic-
ular interest is the identification of the electron impact
dissociation cross section, which in principle is implicitly
included in the lumped electronic excitation cross sec-
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tions. A detailed analysis of these cross sections is given
in [88] and the problem is revisited in [202]. Two main
electron impact dissociation channels are available, lead-
ing to the formation of either CO or O in an electron-
ically excited state, CO(X)+O(1D) and CO(a)+O(3P),
with energy thresholds around 7 and 11 eV, respectively.
Different authors use different cross sections to estimate
the dissociation rate coefficient. The 7 eV excitation cross
section from Phelps [75,187], as used by [203–205], seems
to lead to a reasonable calculation of CO2 dissociation in
various conditions [88, 202]. However, in a recent experi-
mental study [89] Morillo-Candas et al have shown that
electron impact dissociation of CO2 is very well described
in the range E/N ∈ (45, 105) Td by the cross sections
calculated by Polak and Slovetsky [206], while the Phelps
7 eV cross section leads to an overestimation of the dissoci-
ation rate coefficient. Hence, the dissociation cross section
from [206] should be preferably used to calculate the disso-
ciation rate coefficient, even if it is not included explicitly
in any consistent cross section set, by direct integration of
the EEDF obtained with a consistent set. This procedure
does not bring any inconsistency in plasma modelling, as
the dissociation cross section is considered to be included
as a part of the electronic excitation ones. For values of
E/N above ∼ 100 Td, it has been very recently suggested
that the dissociation cross section from [206] may be un-
derestimated [207]. The argument is based on an approx-
imate analytical theory to calculate the dissociation yield
in corona and dbd discharges, associated with the propa-
gation of streamers between the electrodes. According to
this theory, for high values of E/N, dissociation could be
better described with Phelp’s 10.5 eV cross section [187].

The new data available in the Biagi database [195]
contains dozens of cross sections for the excitation of elec-
tronic states involved in dissociation, assumed to be fully
dissociative. These processes are investigated by Vialetto
et al [196], who conclude that these cross sections some-
what overestimate the dissociation rate coefficient and
concur that the cross sections of Polak and Slovetsky [206]
are preferred for calculations of the electron impact disso-
ciation rate coefficients. Nevertheless, the data from [195]
may help refining the cross sections from [206] in the fu-
ture.

3.2.2 CO

Complete cross section sets for CO are given in the Triniti
[199], Morgan [197], Phelps [187,208] and IST-Lisbon [58,
209] databases at LXCat. The newest set was developed
very recently [209] and is to be used with a two-term
Boltzmann solver such as LoKI-B (LisbOn KInetics) [210]
or BOLSIG+ [211]. It was constructed based to a large
extent on the works of Itikawa [212], Land [208], Hake
and Phelps [213], Laporta et al [214] and Phelps [215].
In particular, data from [208, 212] were used to construct
an elastic momentum transfer cross section and the cross
sections for excitation of the electronically excited states,
from [213] to build cross sections for rotational excitation

and de-excitation, from [214] to obtain the resonant ex-
citation and de-excitation of vibrational levels, to which
a non-resonant contribution to the excitation of v = 1
from [213] was added, and from [212] for the processes of
dissociative attachment, dissociation and ionization. It in-
cludes 15 cross sections for excitation of rotational states
of the electronic and vibration ground-state CO(X, v = 0),
10 cross sections for excitation of vibrational states of the
electronic ground state CO(X), and 7 cross sections for
excitation of electronically excited states.

The analysis in [209] reveals an inconsistency between
the total rotational and effective cross sections reported
in the literature, since the effective momentum transfer
cross section is lower than the total rotational cross sec-
tion in the region 103 − 101 eV [209]. This inconsistency
in the low-energy region is solved in [209] by modifying
the first five rotational cross sections and the elastic mo-
mentum transfer cross section. The general agreement be-
tween measured swarm data and calculations performed
with a two-term solver is very satisfactory, validating the
use of the set in these conditions. Furthermore, it is shown
that even in swarm conditions inelastic and superelastic
collisions involving rotationally excited levels, as well as
superelastic collisions with the first vibrational excited
level, have to be taken into account to accurately calcu-
late the electron energy distribution function. Neverthe-
less, small discrepancies remain in a narrow region around
E/N ∼ 1 Td. Recent investigation shows that this dis-
agreement stems from the influence of anisotropic scat-
tering, and can be solved by using either an appropriate
anisotropic model in a Monte-Carlo calculation or by mod-
ifying the two-term solvers to account in an effective way
for these effects [216]. This implies that the elastic and
rotational cross sections proposed in [209] are not accu-
rate per se, but can nevertheless be used in the consistent
set to obtain an accurate calculation of the EEDF with
a two-term Boltzmann solver. The CO electron impact
ionization cross sections of the CO(X1Σ+

g ) ground state

(vibrational state resolved) and of the CO(a3Π) electronic
excited state were calculated by Laricchiuta et al [217] by
using the binary-encounter-Bethe (BEB) model. The cor-
responding results are reported in Fig. 8, where the con-
tribution from v=0 and v=40 are displayed. As it can be
seen, the ionization cross sections depend on the energy of
the excited states (vibrational or electronic) showing dif-
ferent threshold energies (see the insertion detail in Fig. 8)
and absolute values.

3.2.3 O2 and O

The electron impact cross sections for O2 and O were re-
cently reviewed in [218,219]. Only a brief overview is given
here and the reader should refer to these papers for further
details.

The O2 complete cross section set proposed at the
IST-Lisbon database was essentially compiled from [220]
and extended using information from [187,221–223]. Other
database include relatively similar cross section sets. Rele-
vant O2 cross sections that are not part of these complete
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Fig. 8. BEB cross sections for electron impact ionization
of the CO(X1Σ+

g ) ground state from v=0 (dashed line) and
from v=40 (dotted line) and total ionization cross section for
CO(a3Π) calculated by Laricchiuta et al [217]. The insertion
shows the detail of the different threshold energies.

sets include: the excitation of O2(b
1Σ+

g ) from O2(a
1∆g)

[224], e+O2(a) → e+O2(b); ionization from O2(a) [225],
e+O2(a) → 2e+O+

2 ; dissociative ionization from O2(X)
[226], e+O2(X) → 2e+O++O(3P ); dissociative attach-
ment from O2(a

1∆g) [227], e+O2(a) → O−+O(3P ); elec-
tron detachment [228], e+O− → 2e+O(3P ); and the disso-
ciation of ozone [225], e+O3 → e+O2(X)+O(3P ). In ad-
dition, theoretical cross sections are proposed in [229] for
the full matrix of e-V transitions up to v = 42, while state-
dependent dissociative attachment and state-dependent
dissociation cross sections are given in [230]. v-dependent
cross sections of excitation of O2(a,b) from O2(X) were
considered in [231]. It is worth noting that the validation
of the electron impact dissociation cross section and its v-
dependence is still an open problem, with some indications
that the dissociation cross sections based on Phelps [220]
can be overestimated [232,233].

A complete set of total and dissociative electron im-
pact cross sections of vibrationally excited O2 molecules
through the Schumann-Runge transition, e + O2(X

3Σ−
g ,

v) → e + O∗
2(B

3Σ−
u ) → O(3P ) + O(1D) + e, is provided

by Laricchiuta et al [234] for v up to 30. For the cor-
responding Herzberg transition, e + O2(X

3Σ−
g ;v) → e +

O∗
2(A

3Σ+
u ) → O(3P ) + O(3P ) + e, only the cross sections

for v ≤ 3 are available in [235].

Finally, Kosarim et al [236] calculated the total elec-
tron impact vibrational state resolved ionization cross sec-
tion of O2 as the sum of different partial differential cross
sections corresponding to different final electronic excited
states of the molecular ion O+

2 (X2Πg, a
4Πu, A2Πu, b4Σ−

g ).
The results as a function of the initial vibrational quantum
number and at different collision energies are reported in
Fig. 9.

In what concerns the cross sections for electron impact
with oxygen atoms, an important source is the compilation
by Laher and Gilmore [237]. The following cross sections
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Fig. 9. Total ionization cross section for the process
O2(X3Σ−

g ,v)+e → O+
2 (X2Πg, a4Πu,A2Πu,b4Σ−

g ) as a func-
tion of the initial vibrational quantum number for different
collision energies, calculated by Kosarim et al [236].

from [237] are included at the IST-Lisbon database [58]:
elastic momentum-transfer; excitation of electronic states
O(1D, 1S and 3P 0); excitation of the most important Ry-
dberg states combined according to their common core,
i.e. O(4S0) representing O(3s 5S0, 3p 5P , 4s 3S0, 3d 3D0,
4p 3P and 4d 3D0), O(2D0) representing O(3d 3S0, 3d 3P 0,
3d 3D0, 4d 3SPD0 and 4s 3D0), and O(2P 0) representing
O(3s 3P 0, 3d 3P 0 and 4s 3P 0); and ionization. A different
set of cross sections for electron impact on O is provided
by the Triniti database [199].

To conclude this section on elementary collision pro-
cesses, we would like to stress the need to have complete
and accurate state dependent cross-sections and rate co-
efficient datasets for CO2 plasma components. In the case
of heavy-particle collisions, the SSH, Billing et al. [238]
and the FHO theories, at the moment, have provided co-
herent and extensive data sets for VV and VT exchange
processes for the different components of a CO2 plasma.
In our review, we have also reported the calculation of VV
and VT rates of CO2 by using the QCT method with a
semi-empirical potential energy surface. A more detailed
method for VV and VT processes of O2-O-N2 components
uses an ab-initio quantum mechanical method for the po-
tential energy surface [239]. No ab-initio calculations exist
for the dissociation of CO2 by heavy-particle impact. In
this case, one can use experimental data involving only the
ground state. The experimental dissociation results can be
corrected by using the Macheret-Fridman semi-empirical
method or the generalized Marrone-Treanor model to es-
timate the role of vibrational excitation on the rates (see
sections 5 and 7). The V-V and V-T processes have also
recently been investigated in a glow discharge allowing the
validation of the rate coefficients of these processes for the
low levels of excitation [60, 108, 240, 241]. Nevertheless, it
would be particularly interesting to have more experimen-
tal data for each individual vibrational level that could be
obtained for instance with “pump-probe” experiments.
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For electron-impact cross sections, this review has re-
ported a complete and consistent set of cross sections, val-
idated when possible by swarm analysis for the processes
in the ground state. The specific case of CO2 dissociation
by direct electron impact on the ground state, which is
of particular importance for CO2 recycling applications,
has been investigated experimentally [242]: it was shown
that the best effective cross section to describe this pro-
cess in the low E/N range (between 40 and 100 Td) is the
one proposed by Polak and Slovetsky [243]. Semi-empirical
methods can be used to describe the dependence of the
cross sections on vibrational and electronic energy for di-
rect processes. For resonant electron impact ones, accu-
rate and complete state-specific cross sections are already
available in literature for the resonance processes of CO
and O2 [244], but there is not the same level of detail for
the CO2 system for which it is necessary to take into ac-
count the coupling of the vibrational modes, going beyond
the uncoupled normal-mode model [192].

4 State of the art of 0D kinetic modelling

4.1 General description

The previous section highlighted the inherent complexity
of each individual process required to describe CO2 plas-
mas. Building on the progress made on the data for each
individual collisional process, it is possible to improve a
more global description of the kinetics of CO2 plasmas by
developing 0D kinetic models. This type of models, also
called global modelling, is very suitable for describing a
detailed plasma chemistry, because of its limited calcu-
lation time. It is based on solving balance equations for
the various plasma species, based on production and loss
terms, as defined by chemical reactions:

dni

dt
=
∑

j

{

(

a
(2)
ij − a

(1)
ij

)

kj
∏

l

n
a
(1)
lj

l

}

(24)

where a
(1)
ij and a

(2)
ij are the stoichiometric coefficients

of species i, at the left and right hand side of a reaction j,
respectively, nl is the species density at the left-hand side
of the reaction, and kj is the rate coefficient of reaction j.
Typically, the rate coefficients of heavy particle reactions
are temperature-dependent and adopted from literature
(e.g., NIST database), while the rate coefficients of the
electron impact reactions are calculated from the energy-
dependent cross sections, in combination with an EEDF,
typically calculated with a Boltzmann equation. Besides
the species densities, also the electron temperature and
gas temperature can be calculated as a function of time,
again based on (energy) production and loss terms, de-
fined by chemical reactions (and heating by the electric
field, for the electron temperature). Hence, in a 0D model,
the plasma composition and other characteristics (electron
temperature, gas temperature, etc) are spatially averaged,
i.e. their spatial variations are not explicitly taken into ac-
count, and they only change as a function of time. This

approximation is good if the plasma is nearly uniform, but
global models have also been successfully used to model
non-uniform discharges, such as e.g., DBD or ICP. Indeed,
although transport by diffusion, migration or convection
is often neglected, the temporal variation of the plasma
characteristics can be translated into a spatial variation,
i.e., as a function of distance travelled through the plasma
reactor, based on the gas flow velocity, i.e., equivalence be-
tween a batch reactor and a plug flow reactor. In this way,
local variations in a plasma reactor, like power deposition,
can be mimicked in the model by applying a power depo-
sition profile as a function of time (which corresponds to
a residence time of the gas molecules travelling through
the reactor). For instance, in a MW plasma, the power
deposition is the highest at the position of the waveguide.
Likewise, the filamentary behavior of a DBD plasma can
be accounted for by applying a number of pulses as a func-
tion of time, which represent the microdischarge filaments
inside the DBD reactor. When applying this approach, the
0D kinetic model can also be termed as a quasi-1D model.
Note, however, that losses by particle transport to the
wall (deactivation of metastable and vibrationally excited
states at the walls, surface recombination or molecule for-
mation) can also be included in a 0D model, following for
instance the approaches proposed in [245–247].

4.2 0D kinetic models developed for CO2 plasmas

Several groups have developed 0D kinetic models for plasma-
based CO2 conversion. In the 80s and 90s of previous
century, some papers reporting CO2 plasma chemistry
modeling were published already, but for applications of
CO2 lasers and without focusing on the vibrational ki-
netics [150,153,248]. Other papers studied the CO2 vibra-
tional kinetics for gas flow applications, but without focus-
ing on the plasma chemistry [249,250]. In 1981, Rusanov,
Fridman and Sholin were the first to develop a model for
CO2 conversion in a MW plasma, by means of particle and
energy conservation equations for the neutral species, and
an analytical description of the vibrational distribution
function [179]. They reached good agreement with experi-
mental data for the calculated CO2 conversion and energy
efficiency, despite the fact that the model did not yet in-
clude the full plasma chemistry with charged species and
a self-consistent calculation of the electron density. In the
80s, also the italian group of Molinari and Capitelli [251]
showed the importance of including vibrational kinetic
modeling for the description of CO2 dissociation in cold
non-equilibrium plasma. They showed the impossibility
to rationalize experimental dissociation rates of CO2 [41]
with only the direct electron impact dissociation process,
suggesting that another dissociation channel, i.e. that one
induced by vibrational excitation, had to be taken into
account to describe CO2 dissociation in non-equilibrium
plasma.

In the last two decades, the research on plasma-based
CO2 conversion gained renewed interest, and several plasma
chemistry models have been presented in literature, for
various plasma types. Typically, the focus was on the role



18 L. D. Pietanza et al : Advances in non-equilibrium CO2 plasma kinetics

of the CO2 vibrational levels, as they play a crucial role
in energy-efficient CO2 dissociation. We provide here a
brief overview, while some typical calculation results will
be presented in section 4.3. The group PLASMANT at
the University of Antwerp has been pioneering in 0D ki-
netic modelling of CO2 plasmas [252,253]. In 2012, Aerts
et al. developed a CO2 model for a DBD plasma, which
included 8 neutral species (ground state molecules of CO2,
CO and O2, as well as radicals), 4 CO2 vibrational and 2
electronic levels, 1 CO vibrational and 4 electronic levels,
and 3 O2 vibrational and 2 electronic levels, as well as 11
different positive ions and 6 different negative ions [254].
These species were able to react in 501 different reactions
(including various electron impact, ion and neutral reac-
tions). In 2015, the authors extended this model to a large
number of microdischarge filaments, describing the CO2

conversion for the actual residence time in a DBD plasma
reactor, and comparison with experimental data showed
good agreement [255]. In addition, the authors developed
a reduced model, considering only 9 different species, i.e.,
CO2, CO, O, O2, and O3 as neutral species and CO+

2 ,
O−

2 , O−, and the electrons as charged species, which react
in only 17 different reactions. No vibrationally or elec-
tronically excited levels were included in this model, be-
cause vibration-induced dissociation was considered of mi-
nor importance in a DBD plasma.

In 2014, Kozak and Bogaerts [118] developed a more
extensive CO2 model, with major focus on the CO2 vi-
brational kinetics, and especially the asymmetric stretch
mode, which is stated to be most important for CO2 split-
ting [40]. The species included in the model were the same
as in Aerts et al. [254], but with major extension of the
CO2 and CO vibrational levels. Indeed, 21 vibrational
levels of the CO2 asymmetric stretch mode, i.e., up to
the dissociation limit of the molecule, were taken into ac-
count, but only 4 effective (combined) levels of the sym-
metric stretch and bending modes. In addition, 10 CO vi-
brational levels were included. A detailed description was
provided of the state-specific vibration-translation (VT)
and vibration-vibration (VV) relaxation reactions, as well
as the effect of vibrational excitation on the other chem-
ical reactions. The model was applied to both a DBD
plasma (operating at atmospheric pressure), and a mi-
crowave (MW) plasma, operating at moderate pressure
(20 Torr). In 2015, the authors extended this model to 63
vibrational levels of CO, and applied it in more detail to
a MW plasma, to study the effect of various plasma pa-
rameters, such as the reduced electric field, electron den-
sity and the specific energy input, on the CO2 conversion
and energy efficiency [256]. The highest energy efficiency
was reported for an SEI around 0.4-1.0 eV/molec and a
reduced electric field of 50-100 Td, and for high electron
densities (ionization degree greater than 10−5). The model
also revealed that the energy efficiency is mainly limited
by VT relaxation, giving rise to vibrational energy losses
and simultaneous gas heating.

Berthelot and Bogaerts reduced the Kozak-Bogaerts
CO2 plasma chemistry model, by lumping the CO2 vi-
brational levels into a few groups [257]. The model was

applied to typical conditions of a MW plasma (i.e., gas
pressure between 15 and 750 Torr), and gas temperature
rising from 300 to 3000 K). A three-groups model was able
to reproduce the shape of the CO2 vibrational distribution
function (VDF) and gave the most reliable prediction of
the CO2 conversion. The three-groups model was based
on a level-lumping procedure in which the 21 vibrational
levels of the CO2 asymmetric stretch mode of the kind
(0 0 v), instead of being considered separately, were di-
vided into three different groups (group 1: v=1-3; group
2: v=4-14; group 3: v=15-21) and described by a Boltz-
mann distribution at three different vibrational tempera-
tures. Such a chemistry reduction is required when aiming
to describe CO2 plasmas by more-dimensional models (see
section 9). The applicability of this level-lumping method
was demonstrated by Wang et al., using the same CO2

kinetics model, to describe a classical GA plasma in a
1D framework [258]. The model accounted for the loss of
plasma species and heat due to convection by the trans-
verse gas flow, by means of a characteristic frequency of
convective cooling, which depends on the gliding arc ra-
dius, the relative velocity of the gas flow with respect to
the arc and the arc elongation rate.

Other reduction methods were also proposed in liter-
ature. Peerenboom et al. applied a dimension reduction
method to the above CO2 plasma chemistry model, based
on principal component analysis [259]. The reduced model
considered only two principal components, and was able to
predict the CO2 conversion at varying ionization degrees.
de la Fuenta et al. presented a reduction method for the
above CO2 plasma chemistry model, based on four key
elements: (1) all asymmetric mode vibrational levels were
lumped in a single group, which (2) followed a Treanor
distribution, (3) the vibrational temperature was calcu-
lated from the translational temperature by means of the
Landau-Teller formula, and (4) weighted algebraic expres-
sions instead of complex differential equations were used to
calculate the rates of the most important reactions, which
significantly reduced the calculation time [260]. The re-
duced set contains 13 species and 44 reactions, and the
calculation results were in good agreement with the full
Kozak-Bogaerts model. Diomede et al. proposed a method
based on solving the non-linear Fokker-Planck equation by
the time-dependent diffusion Monte Carlo method [261].
The transport quantities were calculated from the state-
to-state rate coefficients of the Kozak-Bogaerts model.
This method could reproduce the VDF predicted by the
Kozak-Bogaerts model or a Treanor distribution, depend-
ing on the choice of the boundary conditions. This ap-
proach was further validated by Viegas et al. for the vi-
brational kinetics of the CO2 asymmetric stretch mode,
and shown to be around 1000 times faster than the usual
state-to-state method, for calculating the VDF in station-
ary conditions [262]. In [263], the authors presented an im-
provement, by a self-consistent numerical solution, which
avoids the approximations used in the previous analytical
solutions. Finally, Sun et al. applied a chemistry reduc-
tion method to the Kozak-Bogaerts model, based on the
so-called directed relation graph method [264]. This re-



L. D. Pietanza et al : Advances in non-equilibrium CO2 plasma kinetics 19

sulted in a reduced CO2 kinetics model, consisting of 36
or 15 species (depending on whether the 21 asymmetric
mode vibrational CO2 levels were explicitly included or
lumped into one group), that was applied to a GA plasma.
The results of this reduced model were also in very good
agreement with those of the full chemistry model. Hence,
this reduced chemistry set was also implemented in a 2D
model, to describe a low power GA plasma (see also sec-
tion 9).

The Bari group (Pietanza, Colonna, Capitelli, et al.)
also developed several models to study CO2 dissociation
in non-equlibrium discharge and post-discharge conditions
[205,265–274], with focus on electron kinetics (see section
5) and by using a similar vibrational model for the CO2

asymmetric stretch mode as the Kozak-Bogaerts model
[118, 256]. In particular, they underlined the importance
of implementing a time-dependent self-consistent coupling
of the electron Boltzmann equation for the EEDF calcu-
lation with the state-to-state vibrational and electronic
excited state kinetics of the CO2 plasma mixture species
[205,265–269,273,274]. Special emphasis was addressed to
the effect of superelastic electronic and vibrational colli-
sions in affecting the EEDF and the reaction rates. The
authors also developed a detailed state-to-state model for
the vibrational and electronic excited state kinetics of
CO [270–272], as well as O2 molecules [275].

The Lisbon group (Silva, Grofulovic, Guerra, et al.) de-
veloped another CO2 vibrational kinetics model, with less
focus on the asymmetric stretch mode, but more details for
the symmetric stretch and bending modes [61,62] (see sec-
tion 6). They calculated the time evolution of 70 individual
CO2(X

1Σ+) vibrational levels during the afterglow of a
pulsed DC glow discharge, to study the vibrational energy
transfer in CO2 plasmas. They compared the calculated
vibrational and gas temperatures with in situ FTIR ex-
periments, performed at low pressure (few Torr, 50 mA),
and obtained very good agreement, which validated the
kinetic scheme and the VV and VT rate coefficients, and
provided insight in the reaction mechanism for the vibra-
tional kinetics of CO2 [61]. In [62], their model was further
extended with electron impact vibrational excitation and
de-excitation (eV). The time-dependent calculated densi-
ties of the vibrational levels were compared with time-
resolved in situ FTIR, and good agreement was reached,
validating the eV rate coefficients. In general, the Lisbon
model can be considered complementary to the Kozak-
Bogaerts model, and in the future, efforts should be made
to combine both models, for a comprehensive description
of the CO2 vibrational kinetics, including all vibrational
modes.

A more complete vibrational energy ladder for CO2

was developed by Armenise and Kustova for the investi-
gation of CO2 non-equilibrium vibrational kinetics in the
hypersonic boundary layer of reentering bodies in Mars
atmosphere [46, 276–279] (see also section 7). Although
their model does not consider plasma, i.e. only prelimi-
nary studies of the electron impact processes have been
performed [280], they take into account symmetric, bend-
ing and asymmetric vibrational levels with all possible

combination of their quantum numbers up to a threshold
energy of 3 eV, fixed by computational resource limits.
The application of this model to the description of CO2

dissociation in plasma discharges could give more insights
to the contribution of symmetric and bending modes for
the CO2 dissociation, but, at the moment, it is limited by
the huge computational cost needed due to a necessary
extension to higher threshold energies, i.e. at least up to
the dissociation limit of 5.5 eV, and by the lack of electron
impact cross sections data for all the vibrational energy
levels considered to be included in the electron kinetics.
A somewhat similar approach is followed by Bultel and
co-workers [281].

Other groups also presented some CO2 plasma chem-
istry models, based on 0D or 1D fluid models. Cheng et al.
applied a 0D kinetic model, based on the Kozak-Bogaerts
chemistry set, to a micro-hollow cathode discharge, and re-
ported that electron impact dissociation and heavy species
impact dissociation are dominant in different stages of
the micro-hollow cathode discharge process for a given
applied voltage [282]. Ponduri et al. applied a 1D fluid
model with extensive reaction kinetics for the CO2 vibra-
tional levels (i.e., all asymmetric mode levels up to the
dissociation limit, and several symmetric mode levels) to
a DBD plasma with plane-parallel electrodes [283]. The
model revealed that CO was mainly produced during the
microdischarge pulses, due to electron impact dissociation.
Finally, Moss et al. presented a combination of a 1D fluid
model and 0D kinetic model to a ns-pulsed corona dis-
charge in pure CO2 and its mixture with argon [284]. The
1D model treated a single pulsed discharge, and its results
were used in the 0D model for the detailed plasma chem-
istry over long times. The CO2 vibrational kinetics was
based on the model by Aerts et al. [254]. The process of
CO2 splitting was found to proceed in two phases: the first
phase generated a high electron density upon ionization,
while the second phase was dominated by direct electron
impact dissociation of CO2.

It should be realized that 0D kinetic models contain a
lot of different cross sections and rate coefficients, which
are not always precisely known. In particular, there are
some uncertainties on the most appropriate CO2 electron
impact dissociation cross section to be used in the mod-
els. Bogaerts et al., [202] as well as Morillo-Candas et
al. [89] applied their 0D kinetic models to evaluate several
different CO2 electron impact dissociation cross sections
available in literature, and both groups showed large dif-
ferences in the results, depending on which cross section
was used. Koelman et al. thoroughly verified all reactions
and rate coefficients in the Kozak-Bogaerts model, and
compared the chemistry sets implemented in ZDPlasKin
and PLASIMO, showing good agreement between both
codes [285]. Finally, because the error on the rate coeffi-
cients can propagate to the model output, Berthelot and
Bogaerts applied a Monte Carlo procedure, based on 400
different combinations of rate coefficients, to evaluate the
effect of the uncertainties in the rate coefficients on the
calculation results [286]. While the uncertainties were only
about 15% for the calculated electron density and temper-
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ature, they could rise up to 100% for the calculated CO2

conversion. Nevertheless, for all conditions evaluated, the
trends observed in previous modeling work were still valid.

Besides kinetic models for pure CO2 plasmas, several
models have been developed as well for mixtures of CO2

with other gases, e.g., CO2/CH4 [287–289], CO2/N2 [5,
94,290], CO2/H2 [291], CO2/H2O [292,293], and all com-
binations (CO2/CH4/N2/O2/H2O) [294, 295], for various
types of plasmas (DBD, MW, GA plasmas) studying the
underlying chemistry, but we will not go in more detail,
as the focus is here on pure CO2 plasmas.

4.3 Insights obtained from 0D kinetic models of CO2

plasmas

Because 0D kinetic models describe a detailed plasma
chemistry, they can provide very useful information on
the underlying chemistry of CO2 conversion in various
plasma types. Aerts et al. [254,255] predicted that for typ-
ical DBD conditions, electron impact dissociation was the
most important, mainly from the CO2 ground state, while
the vibrationally excited CO2 levels contributed for only
6.4 % to the CO2 splitting. However, this was predicted
when only considering one microdischarge pulse and its
afterglow, while a DBD consists of many successive mi-
crodischarge pulses, and the calculations revealed that
the vibrationally excited CO2 levels can accumulate dur-
ing such successive microdischarge pulses, so the role of
vibrational-induced CO2 dissociation can be larger. The
main pathways for CO2 dissociation in a DBD plasma, as
revealed by this model, are depicted in Fig. 10. The main
reactions are electron impact dissociation into CO and O,
electron impact ionization into CO+

2 , which recombines
with electrons or O−

2 ions into CO and O and/or O2, and
electron dissociative attachment into CO and O− (black
thick lines in Fig. 10). The CO molecules are relatively
stable, but they can also recombine with O− ions or O
atoms, to form again CO2 (thin black lines in Fig. 10).
This explains why the CO2 conversion typically tends to
saturate at long enough residence times. In addition, the
O atoms will almost immediately recombine into O2 or O3,
and several other reactions can occur between O, O2 and
O3, as well as the O− and O−

2 ions (red lines in Fig. 10).
Kozak and Bogaerts applied their model to both DBD

and low-pressure MW plasma, and demonstrated that the
CO2 conversion and energy efficiency were very different in
both plasma types, due to the different CO2 dissociation
mechanisms [118]. Indeed, vibration-induced dissociation
was found very important in the low-pressure MW plasma,
while it was of minor importance at the DBD conditions,
explaining the much higher energy efficiency in the MW
plasma than in the DBD, in accordance with literature
(e.g., [296]). This difference is schematically illustrated
in Fig. 11, which presents a few CO2 electronic and vi-
brational levels. In a DBD plasma, direct electron impact
dissociation is found most important, and it typically pro-
ceeds through a dissociative electronically excited level, so
it requires electron energies of 7-12 eV. However, theoreti-
cally only 5.5 eV is required for C=O bond breaking, so the

Fig. 10. Simplified chemical reaction scheme of CO2 split-
ting and the further reactions between O, O2 and O3 in a
DBD plasma, as predicted by the model in [255]. The thick
black arrow lines represent the most important reactions for
CO2 splitting (mostly attributed to electron impact). The thin
black arrow lines point towards the opposite reactions, i.e., re-
combination of CO with either O− ions or O atoms, into CO2.
The red arrow lines indicate the conversions between O, O2

and O3. Adopted from [252] with permission.

extra energy is simply wasted, explaining the lower energy
efficiency for CO2 splitting in DBD plasma. In contrast,
vibrational excitation requires less energy (i.e., below 1
eV for the lowest levels), and the lowest vibrational lev-
els gradually populate the higher levels by VV relaxation
(also called ladder-climbing), which leads to dissociation
at just the minimum amount of 5.5 eV needed for bond
breaking. Hence, vibration-induced dissociation, which oc-
curs in low-pressure MW plasmas, provides a more ef-
ficient dissociation pathway, explaining its better energy
efficiency. For this reason, many authors focused on the vi-
brational kinetics in CO2 0D plasma kinetic models (e.g.,
[61, 62,89,118,202,205,256–272,274,282–286,297–302])

Berthelot and Bogaerts applied the Kozak-Bogaerts
model to a CO2 MW plasma in a wide range of gas pres-
sure, temperature and power density, focusing on the VDF
and CO2 dissociation mechanisms [297]. Lower pressures
and temperatures, and higher power densities, resulted in
a stronger vibrational-translational (VT) non-equilibrium,
i.e., higher vibrational than gas (translational) tempera-
ture, also demonstrated by a non-Maxwellian VDF, with
clear overpopulation of the higher vibrational levels, which
is beneficial for energy-efficient CO2 conversion through
vibration-induced dissociation. This is illustrated in Fig. 12,
where the calculated VDF is plotted at 300 K (a) and 2000
K (b), for both low pressure (37.5 Torr) and atmospheric
pressure; the power density was adapted to the pressure
(see [297] for details). At 300 K, the VDF exhibits a clear
plateau shape in the entire pressure range, characteristic
of the VT non-equilibrium, but the plateau is higher at
lower pressures, because there are less collisions and thus
less VT relaxation. At 2000 K, the VDF is nearly thermal
(especially at atmospheric pressure), due to the strong VT
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Fig. 11. Schematic picture of some CO2 electronic and vi-
brational levels, showing that direct electronic excitation-
dissociation (which is predominant in DBD plasmas) requires
much more energy than stepwise vibrational excitation (also
called vibrational ladder climbing), which is stated to be im-
portant in low-pressure MW plasmas. Adopted from [42] with
permission.

relaxation. These VDF results were confirmed by Pietanza
et al. in [273].

Fig. 13 summarizes the main mechanisms leading to
CO2 conversion, as predicted by the model of Berthelot
and Bogaerts [297], at either non-equilibrium conditions
(low gas pressure and temperature, and high power den-
sity) (a), and equilibrium conditions (high gas pressure
and temperature, and low power density) (b). At the non-
equilibrium conditions, there is pronounced electron im-
pact vibrational excitation, and VV relaxation, populating
the higher vibrational levels, and limited VT relaxation,
yielding a non-thermal VDF (see Fig. 12 a). The CO2

dissociation occurs equally upon collision with any neu-
trals and upon collision with O atoms, and there is lim-
ited recombination, due to the low temperature. On the
other hand, at equilibrium conditions, the VDF is thermal
(see Fig. 12 b), due to higher VT relaxation, which also
causes significant gas heating. Finally, the high tempera-
ture causes recombination to be more important, limiting
the overall conversion.

Berthelot and Bogaerts also applied the above model
to track the different energy transfers taking place in a
CO2 plasma, for different conditions of reduced electric
field, gas temperature and ionization degree, at a gas pres-
sure of 75 Torr [298]. The highest conversion and energy
efficiency were predicted at a low reduced electric field (10
Td) and a low gas temperature (300 K), again due to the
more pronounced vibration-induced dissociation. In addi-
tion, the authors revealed that the efficiency by which the
vibrational energy is used for CO2 dissociation, as well as
the activation energy of the reaction CO2 + O → CO +

Fig. 12. Calculated vibrational distribution functions (VDFs)
of the CO2 asymmetric stretch mode, at different times (see
legend) for a gas temperature of 300 K (a) and 2000 K (b), and
two different pressures and power densities. Adopted from [297]
with permission.

Fig. 13. Dominant reaction pathways of CO2 splitting, pre-
dicted by the model in [297], for non-equilibrium conditions of
low pressure and temperature (a), and near-thermal condition
of high pressure and temperature. The thickness of the arrow
lines indicates the importance of the process.
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O2, are the main limiting factors for the energy efficiency.
Indeed, the vibrational energy required to overcome this
activation energy barrier is high and the excess energy
is typically wasted to heat. It must be mentioned that
the VDFs plotted in Fig. 12 were calculated by keeping
the temperature fixed. Normally, a higher power density
would also lead to a higher gas temperature, leading to
more VT relaxation, which will cause further gas heating,
as well as depopulation of the higher vibrational levels,
and is thus detrimental for vibration-induced dissociation.
Thus, in the ideal case of strong VT non-equilibrium, a
high power density must be accompanied by a controlled
(low) gas temperature. This is however very difficult to
realize in practice. In addition, for practical (industrial)
applications, atmospheric pressure operation is desirable,
which also gives rise to mainly thermal conversion (see
further).

Vermeiren and Bogaerts applied the Kozak-Bogaerts
model, but with sligthly updated chemistry (see details in
the corresponding references), to study how the vibration-
induced dissociation pathway can be enhanced, more specif-
ically by supersonic expansion [299] and power pulsing
[300]. Combining the model with computational fluid dy-
namics simulations for the gas flow behavior in a MW CO2

plasma with Laval nozzle, the authors revealed that super-
sonic expansion can indeed lead to a VT non-equilibrium
in the supersonic acceleration region due to a local drop
in gas temperature and pressure, while the inlet and out-
let pressure can still be atmospheric (or above), being
compatible with industrial operations. However, after the
shockwave, the gas pressure and temperature rise again,
and the VDF becomes thermal, thus limiting the overall
enhancement in energy efficiency. Furthermore, the short
residence time of the gas in the plasma region, the shock-
wave, and the maximum critical heat, and thus power,
that can be added to the flow to avoid thermal choking,
were found the main obstacles to reaching high energy effi-
ciencies [299]. With respect to pulsing, the authors showed
that the highest energy efficiencies can be reached by cor-
rectly tuning the plasma pulse and interpulse times. The
optimal plasma pulse time, at a reduced pressure of 100
mbar, was found to be around 60 µs, which corresponds
to the time needed to reach the highest vibrational tem-
perature (i.e., allowing enough time for the VDF to build
up to the highest levels), but not too long, to avoid that
the gas temperature would rise as well. At the same time,
the interpulse times have to be long enough, i.e., above
0.1 s, so that the gas temperature can entirely drop to
room temperature [300]. It has to be realized, however,
that in practice, when the pulse-off times are too long,
the CO2 gas would not experience enough pulses within
its residence time in the plasma, for sufficient dissocia-
tion. In practice, VT relaxation appears quite important
in both MW plasmas (at (sub)atmospheric pressure) and
GA plasmas, explaining their high gas temperature (3000
K or higher). For this reason, the CO2 conversion proceeds
mainly by thermal reactions in MW and GA plasmas at
practical operating conditions, as demonstrated by sev-
eral models [274, 297, 301–305]. However, Pietanza et al.

recently studied in detail the kinetics vs thermodynam-
ics effects on CO2 dissociation in high-temperature MW
plasmas, with a self-consistent model of the vibrational
kinetics of CO2, CO and O2, and the electron Boltzmann
equation, and they concluded that the assumption of ther-
modynamic equilibrium in MW CO2 high temperature
plasmas has to be considered with caution, as there are
still non-equilibrium effects at play, even at temperatures
of 3500-5500 K [274].

Sun et al. applied the Kozak-Bogaerts model to CO2

splitting in a classical GA plasma (operating at atmo-
spheric pressure), and compared the calculated conver-
sion and energy efficiency with experiments in a range
of different operating conditions [301]. Good agreement
was reached, so that the model could be used for a reac-
tion pathway analysis, and to pinpoint the limiting factors
for the CO2 conversion. The latter were identified as the
reverse reactions (recombination of CO and O, forming
CO2 again) and the small treated gas fraction by the arc.
Hence, the authors proposed solutions to overcome these
limitations, such as a lower gas temperature, a high fre-
quency discharge, or a higher power density, e.g., by us-
ing a micro-scale GA reactor. Also the effect of removing
the reverse reactions was evaluated, and showed a large
effect on the conversion performance. However, these sim-
ulations were only suggested theoretically, and will need
to be evaluated in practice.

Kotov and Koelman applied a similar 0D model to a
CO2 MW plasma at reduced pressure (5-100 Torr), and
studied the energy redistribution pathways [302]. Despite
the fact that the power was initially mainly deposited into
the vibrational levels, fast VT transfer caused significant
gas heating, and the CO2 dissociation was revealed to
be mainly thermal. Viegas et al. applied a 0D model to
describe the plasma chemistry in the core of a vortex-
stabilized MW CO2 plasma, focusing on the pressure-
dependent contraction dynamics, in the pressure range
between 45 and 225 Torr and temperature range between
3000 and 6500 K [304]. The authors self-consistently cou-
pled the plasma chemistry model with Monte Carlo flux
simulations to describe the electron kinetics. The simula-
tion results showed that a rising pressure causes a transi-
tion in neutral composition in the plasma core, i.e., from
mainly CO2 and O2 at low pressures, to a O/CO/C mix-
ture at high pressures, determined mostly by thermal equi-
librium and transport processes. This also causes a higher
ionization degree in the plasma core (from 10−5 to 10−4),
which was shown fundamental to drive contraction in a
CO2 MW plasma.

Heijkers and Bogaerts applied the Kozak-Bogaerts model
to a gliding arc plasmatron (GAP) and also obtained good
agreement between the calculated and experimental con-
versions and energy efficiencies [306]. They predicted vibra-
tion-induced dissociation as the main dissociation mecha-
nism of CO2, but it occurred mainly from the lowest vibra-
tional levels, because of fast thermalization of the VDF.
In other words, the CO2 conversion at these atmospheric
pressure conditions was found to proceed by thermal disso-
ciation. The same authors also applied this model to a ns-
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pulsed plasma, and the calculated conversions and energy
efficiencies were again in reasonable agreement with exper-
imental results over a wide range of SEI values [307]. Also
the time-evolution of the gas temperature and CO2 con-
version were in good agreement with the measurements.
Vibrational excitation was found to be very important in
this ns-pulsed plasma, because of the strong non-equilibrium
conditions. A significant part of the CO2 dissociation oc-
curs by electronic excitation-dissociation from the lower
vibrational levels. However, VT relaxation and CO + O
recombination were again identified as limiting factors for
the CO2 conversion and energy efficiency. In addition, an-
other limiting factor was the mixing of the converted gas
with fresh gas entering the plasma in between the pulses.
The model revealed that extra cooling, slowing down the
VT relaxation and the recombination of CO with O atoms,
may further enhance the performance. Pannier et al. also
studied a ns-pulsed CO2 plasma, in both glow and spark
regime, by means of a 0D kinetic model, including the
vibrational kinetics of CO and CO2, but also paying par-
ticular attention to the CO2 electronic states [308]. Vi-
brational excitation was stated to be important in the
glow regime, but did not translate into significant con-
version, while the high electron impact electronic exci-
tation of CO2 and the limited gas heating in the spark
regime gave rise to a higher conversion and energy effi-
ciency. Recently, there is growing insight that optimizing
the vibration-induced dissociation pathway may not be
the most realistic strategy at practical (sub)atmospheric
MW and GA plasmas. In fact, experiments indicated that
thermal CO2 conversion gives rise to quite high energy ef-
ficiencies (up to 40-50%) [7, 8, 309, 310]. Indeed, the rate
coefficients of thermal reactions rise with gas temperature,
thus enhancing the conversion. Wolf claimed that temper-
atures around 3000-4000 K are optimal for thermal con-
version, to realize significant CO2 conversion at limited
thermal losses [311]. Instead of trying to exploit the VT
non-equilibrium, which might not be feasible at practical
(sub)atmospheric MW and GA plasmas, it may thus be
wiser to focus on how to improve the energy efficiency be-
yond the thermal equilibrium limit [310]. Vermeiren and
Bogaerts compared in detail the performance of plasma-
induced and thermal CO2 dissociation for a wide range
of SEI values, and demonstrated that for warm plasmas,
such as (sub)atmospheric pressure MW and GA plasmas,
with typical temperatures of 3000-4000 K, the conversion
is indeed thermal [305]. Furthermore, the authors exam-
ined the effect of cooling/quenching, during and after the
plasma, on the CO2 conversion and energy efficiency, and
to explain the behavior, they studied in detail the disso-
ciation and recombination rates, as well as the VDFs of
CO2, CO, and O2.

Fig. 14 illustrates the conversion (a) and energy effi-
ciency (b) (both left axes) as a function of SEI, for both
plasma-induced and thermal conversion, with and with-
out quenching. In the thermal case, the same power is
applied as in the plasma case, but simply as heat. The
maximum gas temperature is also shown for both the
plasma and thermal conditions (right axes). For SEI values

Fig. 14. Calculated CO2 conversion (a; left axis) and energy
efficiency (b; left axis) and maximum gas temperature (right
axes) as a function of SEI, calculated with the model of [305],
for warm plasma conditions, as well as pure thermal conver-
sion, with and without quenching. Adopted from [305] with
permission.

≤ 1 eV/molec, the maximum gas temperature is too low
for thermal CO2 dissociation. Hence, the thermal process
shows negligible conversion. The plasma process exhibits
a conversion of about 0.8-5.6%, yielding an energy effi-
ciency of 9.5-16.5%. This is mostly attributed to vibration-
induced dissociation. For SEI values ≥ 2 eV/molec, the
thermal conversion and corresponding energy efficiency
rise, and they are similar to the plasma process, both
with and without quenching. Furthermore, the maximum
gas temperatures in both cases are also quite similar, due
to the high VT relaxation, resulting in VT equilibrium
in the plasma. Without quenching, the final CO2 conver-
sion is around 27-28%, due to the slow cooling, which pro-
motes recombination reactions. Upon quenching, both the
plasma-induced and thermal conversion and their corre-
sponding energy efficiencies rise dramatically, because the
recombination reactions are inhibited at the low gas tem-
perature, thus “freezing” the conversion obtained at the
end of the plasma (or thermal case).

Thus, it is clear that quenching after the plasma can
greatly enhance the final CO2 conversion. The authors
even demonstrated that quenching can also increase the
conversion beyond the dissociation in the plasma, known
as super-ideal quenching. Indeed, the O atoms, formed by
CO2 splitting, can react with another CO2 molecule (CO2

+ O → CO + O2), instead of recombining with CO, thus
making full use of the dissociation products. As mentioned
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above, this reaction was pinpointed as the major limiting
factor for energy-efficient CO2 conversion, because of its
high energy barrier [298]. However, when CO2 molecules
leave the hot plasma zone and are subject to cooling in
the afterglow (or plasma edge) while keeping their high
vibrational population (i.e., freezing the VDF), a VT non-
equilibrium can be established, because VT relaxation is
much slower in this cooler region. This vibrational over-
population of CO2 in the cooler afterglow could then over-
come the high energy barrier of the above reaction with
O atoms and produce additional CO. The recycling of O
atoms through reaction with vibrationally excited CO2

molecules was also suggested by Silva et al. [312] in a MW
post-discharge. This super-ideal quenching may explain
the energy efficiencies above the thermal equilibrium lim-
its reported in the 1980s [313, 314]. However, it has to be
noted that the reaction CO2(v)+O →CO+O2 has never
been proven experimentally, as pointed out in section 2.2.
In addition, instead of reacting with vibrationally excited
CO2 molecules, O atoms can quench the vibrationally ex-
cited CO2 molecules in very effective VT exchanges and
remove internal energy into gas heating. This effect was
recently evinced experimentally in [108] (see also section
8) and in simulations [39]. Moreover, O atoms and O2

molecules can participate in back reactions converting CO
into CO2. An alternative pathway to dissociation could in-
volve the participation of O(1D) metastable atoms, but it
also remains unproven to date. Thus, the role of O atoms is
somewhat ambivalent, with promises of positive and neg-
ative effects in dissociation, depending on the exact oper-
ating conditions, that still require further clarification.

5 Electron kinetics: importance of the
self-consistent approach

In this section, we focus on the electron kinetics and on
the importance of implementing a self-consistent approach
for the solution of the electron Boltzmann equation for
the calculation of the EEDF and the state-to-state (STS)
plasma kinetics equations, describing the vibrational, the
electronic excited states and the plasma chemistry of heavy
particles in CO2 cold plasmas in discharge and post-discharge
conditions. The electrons have a key role in CO2 conver-
sion in non-equilibrium plasma discharges. After gaining
energy from the electric field, they transfer part of their
energy to atoms and molecules, pumping vibrational and
electronic excited states through electron impact excita-
tion collisions, i.e. inelastic collisions, and promoting CO2

reactive channels, such as ionization and dissociation, even
at low gas temperature. Vibrational and electronic excited
states, in turn, give energy back to the electrons thanks to
superelastic or second-kind collisions, affecting the EEDF
shape and, as a consequence, the electron impact reaction
rates. The gained energy in the CO2 vibrational excita-
tion by electron collisions (i.e. by eV collisions) is spread
over the whole vibrational ladder thank to vibrational-
vibrational (VV) collisions, which contribute in increas-
ing the vibrational excitation at higher vibrational levels,

creating, in particular conditions, long non-equilibrium
plateaux in the CO2 VDF and promoting CO2 dissocia-
tion. The described scenario confirms the strong coupling
between the electron, the vibrational, the electronic ex-
cited state and the plasma kinetics, underlying the impor-
tance of using a self-consistent approach for the solution
of the corresponding kinetic equations. Plasma discharges
are also characterized by switched on and off conditions
for the electric power density applied, requiring a time-
dependent solution of the kinetic equations.

5.1 General equations

The general equations governing the time dependent be-
havior of the different quantities operating in a reactive
plasma mixture are the followings:

1. the electron Boltzmann equation describing the elec-
tron kinetics

∂n(ǫ, t)

∂t
= −

(

∂JE
∂t

)

−

(

∂Jel
∂t

)

−

(

∂Jee
∂t

)

+Sin + Ssup + Srct,f + Srct,b

(25)

where n(ǫ, t) represent the number density of electrons
with energy between ǫ and ǫ+ dǫ, linked to the f(ǫ, t),

i.e. the EEDF in eV −3/2, by f(ǫ, t) = n(ǫ,t)
ne(t)

ǫ−3/2, where

ne(t) is the total electron number density. The first
three terms, on the right-hand side of Eq. (25), corre-
spond to fluxes of the electrons along the energy axis
due to the electric field (JE), elastic electron-molecule
(Jel) and electron-electron (Jee) collisions, while the
last two source terms are due to inelastic (Sin) and
superelastic (Ssup) (vibrational and electronic) colli-
sions and to electron-induced chemical reactions, such
as ionization and dissociation processes, in the forward
(Srct,f ) and backward (Srct,b) direction.

2. the STS master equations describing the vibrational
kinetics of the molecules accounting for the relevant
energy exchange and reactive processes induced by col-
lisions with electron and heavy-particles

dNv

dt
=

(

dNv

dt

)

eV

+

(

dNv

dt

)

V T

+

(

dNv

dt

)

V V

+

(

dNv

dt

)

V E

+

(

dNv

dt

)

SE

+

(

dNv

dt

)

React

(26)

where Nv is the vibrational distribution in the vth vi-
brational level. On the right-hand side of Eq. (26), the
contributions due to electron-vibration (eV), vibration-
vibration (VV), vibration-to-translational (VT), vibra-
tional-to-electronic (VE), spontaneous emission (SE)
processes and to the relevant reactive channels, such as
dissociation/recombination and ionization/recombination,
are accounted for.
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3. the STS master equations describing the electronic ex-
cited state kinetics of atoms and molecules

dNi

dt
=

(

dNi

dt

)

eE

+

(

dNi

dt

)

SE

+

(

dNi

dt

)

Quench

(27)

where Ni is the number density of the ith electronic ex-
cited state. The terms on the right-hand side of Eq. (27)
correspond to excitation/de-excitation by electron im-
pact (eE), spontaneous emission (SE) and quenching
by heavy-particle (Quench) collisions.

4. the equation describing the plasma chemistry of the
different species (neutral and ionized) in the reactive
plasma, see Eq. (24).

The time dependent self-consistent kinetic approach
consists in the simultaneous solution of Eq. (24) and Eq. (25)-
(27), which are strongly coupled. The electron impact rate
coefficients entering in Eq. (24), (26) and (27) are calcu-
lated by integrating the EEDF and the relevant electron
impact cross sections on the electron energy axis. On the
other hand, the collisional terms included in the electron
Boltzmann equation (Eq. 25) are calculated by using the
vibrational distribution functions, the electronic excited
state population and the plasma composition calculated
by Eq. (24), (26) and (27). The self-consistent approach
has a long history in literature and was used to describe
several plasma mixtures, such as H2, H, N2, O2, N2-O2

in discharge and post-discharge, shock wave and expand-
ing flow conditions [231, 275, 315–322]. Recently, the self-
consistent model was applied to CO2 plasmas by Pietanza
et al. [269–274] to better understand the role of vibrational
excitation in CO2 conversion by cold non-equilibrium plas-
mas, giving particular attention to the electron kinetics
and to the EEDF’s calculation. The next subsections pro-
vide a general overview of their work.

5.2 Parametric results of the electron Boltzmann
equation

As a first approach, Pietanza et al. [205, 265–267] per-
formed a parametric solution of the electron Boltzmann
equation in a pure CO2 plasma to understand the depen-
dence of the EEDF on the concentrations of CO2 vibra-
tional and electronic excited states. In these simulations,
they considered as parameters the reduced electric field
(E/N), the electron molar fraction (χe), the vibrational
temperatures T1,2 and T3, describing, respectively, the
symmetric/bending and the asymmetric CO2 mode lev-
els and the concentration of the metastable electronic ex-
cited state of CO2 at 10.5 eV, i.e. χi(10.5 eV). The Hake
and Phelps electron impact cross sections database [187]
was used for CO2, which is at the basis of a new more
recent available database reported in section 3.2 [58, 88].
The EEDF shape was found to be strongly dependent on
the vibrational temperatures and on the electronic excited
state concentration, as it can be seen in Fig. 15 a and
b, which report the EEDF calculated at (a) E/N=30 Td
(discharge) and (b) E/N=0 Td (post-discharge), at differ-
ent vibrational temperatures, with χi(10.5 eV)= 10−5 and
χe = 10−3.
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Fig. 15. CO2 EEDF calculated with the parametric solution
of the electron Boltzmann equation in (a) discharge (E/N=30
Td) and (b) post-discharge (E/N=0 Td) conditions at different
T1,2 and T3 temperatures [265]. (c) Fractional power losses as
a function of E/N at T1,2=4000 K and T3=6000 K (full lines)
and in the cold gas approximation (T1,2=T3=0 K) (dashed
lines) [266].

Under discharge (see Fig. 15 a), the EEDF is enlarged
by the increase of the vibrational temperatures, respect
to the “cold” gas condition (T1,2=T3=0 K), due to the
effect of superelastic vibrational and electronic collisions.
As a matter of fact, by considering non-zero vibrational
temperatures and a fixed concentration of the electronic
excited state at 10.5 eV, the following superelastic vibra-
tional and electronic processes start affecting the EEDF

e(ǫ) + CO2(vi) → e(ǫ+ Evi
− Evj ) + CO2(vj) (28)

e(ǫ) + CO2(10.5 eV) → e(ǫ+ 10.5 eV) + CO2 (29)

These processes create electrons at higher energies,
near the threshold energies and their multiples, and the
final effect is to push electrons towards higher energies re-
spect to those characterizing the “cold” case. In the post-
discharge (Fig. 15 b), a well-defined peak at 10.5 eV dis-
tinctively emerges due to the dominant effect of the su-
perelastic electronic collisions involving the 10.5 eV state
(see Eq. 29). The peak’s height is proportional to the con-
centration of the 10.5 eV electronic state. The peak is also
spread over 0< ǫ <10.5 eV through inelastic, elastic and
electron-electron collisions, forming a long plateau espe-
cially at lower vibrational temperatures. The plateau dis-
appears with the vibrational temperature increase, push-
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Fig. 16. Time dependent EEDF as a function of the electron
energy (a) during the discharge and (b) in the post-discharge
for a pure CO2 plasma with Tgas=400 K, P=20 Torr, tpulse=40
µs, E/N= 50 Td, χe(t = 0)=10−6 [269].

ing the EEDF towards a Maxwell distribution. The en-
largement of the EEDF due to superelastic vibrational
and electronic collisions has a direct effect also on macro-
scopic quantities, such as electron impact rate coefficients
and fractional power losses dissipated in the different CO2

excitation channels by electron impact, making them de-
pendent on the vibrational temperatures and on the con-
centration of electronic excited states [266]. Fig. 15 c shows
the comparison of the fractional power losses (vibrational,
dissociative, electronic and ionization) in a CO2 plasma at
high vibrational temperatures (T1,2=4000 K and T3=6000
K) (see dotted lines) with respect to the cold gas approx-
imation (full lines) [6, 40, 254, 323]. Higher concentration
of vibrational states, by enlarging the EEDF, modifies the
fractional power losses in the direction of promoting higher
threshold processes, i.e. dissociative, electronic excitation
and ionization, hindering vibrational excitation.

5.3 Time dependent results: self-consistent model
with STS kinetics for CO2

As a further step, Capitelli et al. [321] performed a time
dependent self-consistent solution of the electron Boltz-
mann equation with the STS vibrational and electronic
kinetic equations of the CO2 molecule by considering low
CO2 dissociation plasma conditions, i.e. short discharge
electric field pulse (tpulse ∼ 40µs) and low concentration
of dissociation products (χCO, χO ≤ 10−4). This choice
was made to temporarily disregard the vibrational and
electronic excited state kinetics of CO, O and C atoms
in affecting the EEDF with their vibrational and elec-
tronic excited states. Fig. 16 shows an example of time
dependent EEDF in a CO2 plasma in (a) discharge and
(b) post-discharge, calculated in the following conditions,
Tgas=400 K, P=20 Torr, E/N= 50 Td, χe(t = 0) = 10−6.

As it can be seen, the EEDF increases during the dis-
charge pulse gaining energy from the electric field and
from CO2 excited states through superelastic collisions.
In the post-discharge, the plateau due to superelastic elec-
tronic collision of the 10.5 eV state is well evident, con-
firming the parametric results of Fig. 15 b.
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Fig. 17. (a) VDF calculated at the end of the pulse (tpulse=40
µs) at different Tgas in the range 400-3000 K, at two different α
values; (b) PVM and (c) DEM dissociation rate coefficients as
a function of 1/Tgas with α=0.8 (full lines) and α=1 (dashed
lines) for a pure CO2 plasma (P=20 Torr, E/N= 50 Td,χe(t =
0)=10−6) [269].

The corresponding CO2 VDF for the asymmetric mode
levels, calculated at the end of the discharge (t = 40µs)
and for different Tgas in the range 400-3000 K, is reported
in Fig. 17 (a) at two different values of the α coefficient
of the Fridman-Macheret model for CO2 dissociation [40].
According to this model, the dissociation rate coefficient
from higher vibrational levels kD(v, Tgas) can be calcu-
lated from the ground state one k0 (generally described
by an Arrhenius rate coefficient) following

kD(v, Tgas) = k0exp(−
Ea − αEv

KTgas
) (30)

where Ea is the activation energy and α a coefficient
in the range 0 ≤ α ≤ 1. As it can be seen in Eq. (30), the
vibrational energy lowers the activation energy barrier of
the dissociation process with an efficiency described by
the α coefficient: the closer to 1 the α value, the stronger
the dissociation from higher vibrational levels. By look-
ing to Fig. 17 a, the CO2 VDF is characterized by an
evident non-equilibrium plateau due to VV processes, de-
pleted at higher v by dissociation and VT deactivation.
The VV plateau is shorter for α =1 respect to α =0.8 due
to a stronger dissociation from higher vibrational levels.
This VV plateau is responsible of a very singular behav-
ior of the dissociation rate coefficients as a function of
the gas temperature, already shown also for cold molecu-
lar plasma involving diatomic molecules [251,324,325]. At
lower gas temperature, i.e. when the VV plateau is more
pronounced, the dissociation rate coefficients do not follow
the classical Arrhenius trend but show a non-Arrhenius
behavior as a function of the gas temperature, i.e. the
rate increases with the decrease of the gas temperature.
This can be observed by looking to Fig. 17 b and c, which
show the calculated total rate coefficients (cm3s−1) as a
function of 1/Tgas for dissociation by vibrational exci-
tation, also called Pure Vibrational Mechanism (PVM),
and by Direct Electron impact Mechanism (DEM), de-
scribed by the following processes CO2(00v) + M → CO
+ O + M and e− + CO2(00v) → e− + CO + O, respec-
tively. These rate coefficients were calculated by summing,
over the CO2 asymmetric vibrational levels, the product
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of the corresponding vibrational state resolved rate coef-
ficient and the CO2 VDF, see [269] for explicit expres-
sions. The reason of this unexpected behavior is linked to
the simultaneous and combined effect of VV and VT pro-
cesses acting on the CO2 VDF: as the gas temperature
decreases, VV plateau are more pronounced and VT de-
activation processes less efficient in deactivating the VDF
tail, with the consequence that the corresponding CO2 dis-
sociation rates increases. At higher gas temperature, i.e.
for Tgas >2000 K, the CO2 VDF is essentially thermal
and the dissociation rate behavior starts again following
the Arrhenius trend, i.e the rate increase with the increase
of Tgas.

5.4 STS kinetics for CO molecules

To extend the CO2 STS model to higher dissociation con-
ditions, Pietanza et al. [270–272] developed an advanced
STS vibrational and electronic excited state kinetics also
for CO molecules, by considering 80 vibrational levels in
the ground state CO(X1Σ+) and several electronic ex-
cited states for CO, C and O. The STS CO kinetic model,
solved self-consistently with the electron Boltzmann equa-
tion, was used to describe the behavior of a CO plasma
mixture in MW discharges at intermediate pressure [270]
and in Nano-Repetitively Pulsed (NRP) discharges with
different interpulse delay times [271, 272]. In the latter
case, a detailed analysis of the role of the CO electronic
excited states in affecting the EEDF was performed by
choosing optically thick and thin conditions and by tak-
ing into account important quenching processes involving
the electronic excited states. Fig. 18 reports an example
of CO VDF and EEDF calculated in a MW discharge
in the following conditions, i.e. P=5 Torr, Tgas=500 K,
tpulse=2.5 ms, E/N=60 Td, χe(t = 0) = 10−6.

The CO vibrational kinetics has strong similarities to
CO2 ones with the formation of VV plateau in the CO
VDF, depleted at higher vibrational energy by VT deac-
tivation and CO dissociation. Beside direct dissociation
of CO into O and C atoms, also the Boudouard pro-
cess, i.e. CO(v)+CO(w) → CO2 + O (see also sections
2.2 and 3.1.4) was taken into account, by discussing its
influence on the CO VDF as a function of the differ-
ent estimations of its activation energy available in lit-
erature [119, 154, 270, 326]. Also the EEDF has a similar
behavior as in the case of CO2 (see Fig. 16), but with
the appearance, in the post-discharge, of a more complex
peak structure, due to the introduction of new electronic
excited states of the CO, O and C systems. The peak
structure is also complicated by the periodicity behavior
of superelastic collisions with the energy of the electronic
excited states, i.e. for the CO(a3Π) with energy ∆ǫ=6
eV, the peaks appear at ǫ=6 eV, 12 eV etc, but also by
the superposition of more than one superelastic processes
involving different electronic states [272]. The superelas-
tic peak’s height is proportional to the instant concentra-
tion of the electronic excited state related to it, and, as a
consequence, the EEDF peak structure changes according
to the radiative and quenching processes included in the
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Fig. 18. CO VDF (a, b) and EEDF (c, d) time evolution in
discharge (a, c) and post-discharge (b, d) conditions in a MW
discharge of pure CO plasma [270].

electronic excited state kinetics. In particular, a different
EEDF shape characterizes optically thick or thin plasma
conditions, i.e. if radiation from allowed transitions involv-
ing the electronic excited states is completely absorbed
by or emitted from the plasma, respectively. Among the
different quenching processes involving CO, C and O elec-
tronic excited states, the most important one affecting the
EEDF is the following

CO(a3Π, v = 0) +CO → CO(X1Σ+, v = 27) +CO (31)

which involves the a3Π state at 6 eV and pumps vibra-
tional quanta in the v=27 level (upper limit) of CO ground
state. As an example, Fig. 19 shows the EEDF calculated
for a pure CO plasma in a NRP discharge by considering
optically thick and thin plasma and by including or not
the quenching process in Eq. (31).

The NRP discharge considered is characterized by an
interpulse delay time of 1 µs and the results at two differ-
ent discharge pulses, the first and the sixth, are shown, at
the end of the discharge (t=20 ns) (see Fig. 19 (a), (c))
and of the post-discharge (t=1 µs) (see Fig. 19 (b), (d)).
In the optically thick case, the electronic excited state
concentrations are higher with respect to the thin case,
leading to higher peaks in the EEDF. In the thin case, in-
stead, the EEDF loses all the peaks related to the emitting
electronic excited states and by including the quenching
process in Eq. (31), also the peak at 6 eV disappears with
all the corresponding peaks at higher energies. For suc-
cessive pulses (see the last pulse results in Fig. 19 (c),
(d)), the EEDF behavior is similar to the first one, but,
after the absorption of several discharge pulses and due
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Fig. 19. EEDF calculated in the four kinetic model assump-
tions (optically thick, thin, thick + quenching, thin + quench-
ing) at the end of the discharge (t=20 ns) and post-discharge
(t=1 µs) of the first (n=1) and last (n=6) pulse of a NRP dis-
charge for a pure CO plasma with an interpulse delay time of
tid=1 µs (P=760 Torr, Tgas=1000 K, Emax/N=160 Td) [272].

to the higher vibrational excitation and electron density
reached, the EEDF is more enlarged by superelastic colli-
sions and the peaks more smoothed by the stronger effect
of e-e collisions.

5.5 Self-consistent model with STS kinetics for
CO2/CO/O2

As a further improvement step, Pietanza et al. [273, 274]
inserted the STS CO kinetics in the CO2 kinetic model,
together with a detailed STS kinetics also for O2 (34 vi-
brational levels and 2 electronic levels). In this way, the
resulting self-consistent model was able to describe in de-
tails the vibrational and the electronic excited state ki-
netics not only for the CO2 system but also for all its
main dissociation products, i.e. CO, O, O2, C, studying
the effect of the corresponding vibrational and electronic
excited states on the EEDF. This self-consistent model
was applied to MW discharges at intermediate pressure
in the gas temperature range 300 K-2000 K in optically
thin and thick conditions [273]. In the simulations, instead
of E/N, constant power density Pd values were used, to
investigate conditions closer to experimental ones, often
characterized by well-defined values of this parameter. The
calculated CO2 conversion and energy efficiencies, as well
as CO2 VDFs, were shown to be in satisfactory agreement
with the corresponding results predicted by the Antwerp
group [256,297] in similar conditions. The following Fig. 20
and 21 show the simultaneous time evolution of CO2, CO,
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Fig. 20. CO2, CO and O2 VDF in discharge (a, c, e) and
post-discharge (b, d, f) in the MW discharge characterized by
Tgas=300 K, P=20 Torr, tpulse=50 ms and Pd=80 W cm−3

[273].

0 10 20 30 40 50
10–20

10–16

10–12

10–8

10–4

100

E
E

D
F

 (
e

V
-3

/2
)

E (eV)

0 s

10-9 s
10-5 s

5 10-5 s

50 ms

E (eV)

8 10-5 s

(a)

0 10 20 30 40 50
10–20

10–16

10–12

10–8

10–4

100

100 ms

50 ms

50.004 ms

(b)

Fig. 21. EEDF time evolution in (a) discharge and (b) post-
discharge [273].

O2 VDF and EEDF in discharge and post-discharge con-
ditions calculated by the self-consistent model of Pietanza
et al. [273] in a MW discharge characterized by Tgas=300
K, P=20 Torr, tpulse=50 ms and Pd=80 W cm−3 and by
considering optically thick plasma conditions.

Transient and stationary VDFs have a non-equilibrium
behavior both in discharge and post-discharge. They are
the result of the simultaneous effect of eV, VV, VT and
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dissociation and ionization processes. In particular, eV
processes pump preferentially the lowest vibrational levels,
while VV processes act essentially in the intermediate v
range, creating the non-equilibrium plateau. VT processes
deactivate preferentially the tail of the VDF as well as
dissociation and ionization processes which occur mainly
from the last vibrational levels. In the CO VDF, it is evi-
dent the effect of the quenching process of Eq. (31) which
creates a peak at v=27, subsequently transformed in a
little plateau by VV collisions. The O2 system is charac-
terized by low eV rates and strong VT O2-O deactivation
processes and, as a consequence, the corresponding O2

VDF can be described by a Boltzmann distribution at the
gas temperature at lower vibrational levels, with the su-
perposition of a long non-equilibrium plateau at higher vi-
brational levels, created by the three-body recombination
of O atoms, i.e. O+O+O → O2(v)+O [275]. The EEDF
is strongly affected by superelastic collisions, involving all
the vibrational and electronic excited states of CO2, CO,
O2, O and C species. To understand which is the main
dissociation channel activated in the CO2 plasma mix-
ture in MW discharges at intermediate pressure, a direct
comparison of CO2 dissociation rates (cm−3 s−1) by vi-
brational excitation (PVM: CO2(00v) + M → CO + O
+ M; PVMO: CO2(00v) + O → CO + O2) and by direct
electron impact (DEM: e− + CO2(00v) → e− + CO +
O) were performed at different gas temperatures in the
range 300 K-2000 K and with two electron impact CO2

dissociation cross sections (Phelps, Ethr=7 eV, and Cosby,
Etrh=11.6 eV) (see Fig. 22) [273]. At low gas temperature,
i.e. 300 K, the CO2 dissociation occurs preferentially by
vibrational excitation and the dissociation rates are very
little dependent on the choice of the electron impact cross
section (see Fig. 22 (a) and (c)), with the only exception
of DEM rates, which increase if the Phelps cross section
is considered instead of the Cosby’s one. At higher gas
temperature, instead, i.e. at 2000 K, the PVM and DEM
mechanisms become competitive and the global behavior
is strongly depending on the choice of the cross section,
showing this time its crucial role in the CO2 kinetics (see
Fig. 22 (b) and (d)). With the Cosby cross section (high
threshold), the increase of Tgas leads to an increase of
DEM rates, which is however not sufficient to overcome
the prevailing PVM rates, whose rates decrease with Tgas

in this gas temperature range due the non-Arrhenius be-
havior, already shown in Fig. 17 b). As a consequence, the
global effect is a decrease of CO2 conversion with the in-
crease of Tgas if the Cosby cross section is used. With the
Phelps cross section, instead, with the increase of Tgas,
the overall kinetics passes to a regime in which the DEM
mechanism starts prevailing, with a more thermal behav-
ior of the discharge, and the CO2 conversion rates globally
increases with Tgas.

Higher gas temperature MW discharges, with Tgas in
the range 3500-5500 K, were also investigated by Pietanza
et al. [274] to compare the self-consistent model results
to recent experiments performed by Groen et al. [327]
in diffuse and contracted regimes. The kinetic values for
the electron density, reduced electric field and electron

0 20 40 60 80 100
108

1010

1012

1014

1016

1018

1020

C
O

2
 d

is
s
o

c
ia

ti
o

n
 r

a
te

s
 (

c
m

-3
s

-1
)

DEM

PVM

PVMO

0 20 40 60 80 100
108

1010

1012

1014

1016

1018

1020

0 20 40 60 80 100
108

1010

1012

1014

1016

1018

1020

t(ms)

0 20 40 60 80 100
108

1010

1012

1014

1016

1018

1020

t(ms)

(a) (b)

(c) (d)

Tgas=2000 K, Cosby

Tgas=300 K, Phelps Tgas=2000 K, Phelps

Tgas=300 K, Cosby

Fig. 22. CO2 dissociation rates in a MW plasma discharge
(P=20 Torr, Pd=80 Wcm−3, tpulse=50 ms, Tgas in the range
300 K-2000 K and with different electron impact cross sections,
i.e. Cosby and Phelps) [273].

temperature calculated by the self-consistent model were
compared to the same quantities measured and/or esti-
mated by Groen et al., finding a good qualitative agree-
ment. Moreover, deviations from thermal distribution for
the VDFs and EEDF and from thermal composition were
still present even at these high translational temperatures
as already pointed out in section 4.3.

6 Step by step validation in low excitation
regime

6.1 Preliminary considerations

In an active plasma, many different phenomena are simul-
taneously at play and a strong coupling of the different ki-
netics happens as discussed in sections 4 and 5. Therefore,
it is usually very difficult to unambiguously identify the
dominant mechanisms, the role of the individual processes,
and their contribution to specific plasma properties. Mod-
elling and simulation are powerful tools to interpret and
predict the behaviour of complex molecular plasmas. How-
ever, their reliability critically depends on a correct identi-
fication of the energy transfer pathways, electron impact
mechanisms, heavy-particle chemical reactions, and the
corresponding cross sections and/or rate coefficients. To
circumvent these difficulties, a step-by-step model valida-
tion strategy has been pursued over the last few years
in a joint international effort, with dedicated experiments
performed at the Laboratoire de Physique des Plasmas,
Ecole Polytechnique, France, and at the Technische Uni-
versiteit Eindhoven, The Netherlands, and modelling and
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simulations developed at the Portuguese group N-Plasmas
Reactive: modeling and Engineering (N-PRiME) from In-
stituto Superior Técnico, Universidade de Lisboa. The ex-
periments are designed in such a way as to evince particu-
lar aspects of the complex coupled kinetics, in conditions
where other effects are not present or have negligible con-
tributions. In this way it is possible to isolate, understand
and validate partial aspects of the plasma behaviour, pro-
gressively building the different modules that will ulti-
mately lead to a reaction mechanism - defined here as
a set of reactions and rate coefficients, validated against
benchmark experiments - for CO2 plasmas.

The experimental work leverages on the studies carried
out by Klarenaar et al [201], in which the time-dependent
population of various individual CO2 vibrational levels in
a pulsed DC glow discharge were measured through time-
resolved in situ Fourier transform infrared (FTIR) spec-
troscopy. Throughout these studies special attention was
given to “single-pulse” measurements, where the residence
time of the gas in the plasma reactor is well below the
pulse off time, purging the plasma reactor of most CO
and O2 before the next discharge [201]. These data pro-
vided the initial framework for model validation through
the envisaged step-by-step strategy, starting with a low-
excitation regime in which only the lowest vibrational lev-
els are populated and the role of dissociation products is
vanishingly small. Under this approach it was possible to:
(i) study the time-resolved evolution of the lower vibra-
tionally excited CO2 levels during the afterglow of CO2

discharges, validating the vibrational kinetics involving
the lower ∼ 70 states and the corresponding rate coef-
ficients for vibration-to-vibration (V-V) and vibration-to-
translation (V-T) energy exchanges [61]; (ii) investigate
the effect of electrons on the distribution of the lower vi-
brationally excited CO2 levels in pulsed and continuous
glow discharges, validating the electron impact processes
of excitation and de-excitation of vibrational levels (e-
V) [62]; (iii) investigate the influence of N2 on the CO2

vibrational distribution function and dissociation yield in
pulsed glow discharges [94]; (iv) validate of the electron-
impact dissociation cross sections of CO2 [89]; (v) study
the gas heating in the afterglow of pulsed CO2 glow dis-
charges, further validating the V-V and V-T mechanisms
and rate coefficients [63]; and (vi) propose a reaction mech-
anism to predict the formation of dissociation products in
CO2 discharges in conditions where the vibrational kinet-
ics can modify the EEDF but has no direct influence on
chemical reactions [148].

The remainder of this section overviews some of the
investigation dedicated to the study of CO2 plasma kinet-
ics under a low-excitation regime. Subsection 6.2 presents
the general modelling framework and discusses the theo-
retical formulation and related system of equations used
to model the different kinetics inherent to CO2 plasmas.
Subsection 6.3 examines isolated aspects of the complex
kinetics of CO2 plasmas, based on the comparisons of the
results obtained from the model with the experimentally
measured data.

6.2 Modelling framework

It is important to highlight some basic concepts and ap-
proximations associated with the CO2 kinetics considered
in the description of the vibrational kinetics in [61–63,
89,94,201]. CO2 is a linear triatomic molecule with three
fundamental modes of vibration: the symmetric stretching
mode, the doubly degenerate bending mode and the asym-
metric stretching mode. These modes are characterized by
the quantum numbers v1, v2, v3 and l2, with the rule l2 =
v2, v2−2,...,1 or 0 depending on whether v2 is odd or even.
In order to characterize a CO2 vibrational level one can
use the notation CO2(v1v

l2
2 v3). Furthermore, as it is often

mentioned in literature [328], due to an accidental degen-
eracy between the v1 and 2v2 modes in CO2 there is a mix-
ing of vibrational levels with the same type of symmetry
(the same l2 number) which increases the energy differ-
ence between them, i.e., one level is shifted up in energy
and the other is shifted down, so that the separation of the
two levels is larger than expected (Fermi resonance). The
new “mixed” energy levels loose their meaning of bend-
ing and symmetric stretching states, being often presented
by placing both sets of symbols within parenthesis with
a ranking number. For example, the states (0200,1000)I
and (0200,1000)II represent the Q-branches in CO2 at
1285 cm−1 and 1388 cm−1 above the ground state. Fol-
lowing the description of Blauer and Nickerson [328], it is
assumed that the states in Fermi resonance are strongly
coupled and the Fermi states are replaced by an average
effective state [61,201]. Any attempt to consider the states
in Fermi resonance individually goes beyond the scope of
the studies in [61–63, 89, 94, 201]. Under this framework,
and considering a low excitation regime, it is also assumed
that the system is well described by vmax

2 =vmax
3 =5, where

vmax
2 and vmax

3 correspond to the maximum values for
the bending and asymmetric quantum numbers, respec-
tively and vmax

1 =2 corresponds to the maximum value for
the symmetric stretching quantum numbers [61, 62]. This
leads to a total of about 70 CO2 vibrational levels.

In order to describe the time-evolution of the vibra-
tionally excited states considered, a set of time-dependent
rate balance equations involving different creation and
loss molecular mechanisms is considered, as already in-
troduced in section 5 (see Eq. (26)) but with the following
terms

dNv

dt
=

(

dNv

dt

)

eV

+

(

dNv

dt

)

V T

+

(

dNv

dt

)

V V

+

(

dNv

dt

)

Wall

.

(32)

where v ≡ v1v
l2
2 v3 denotes a generic CO2 vibrational

level. The first term includes all the creation and loss
mechanisms leading to vibrationally excited states as a
result of electron impact collisions. In [61–63, 94, 148], for
the calculation of the electron impact reaction rate coeffi-
cients, the EEDF is self-consistently calculated by solving
the steady-state, homogeneous electron Boltzmann equa-
tion in the two-term expansion approximation using the
LisbOn KInetics (LOKI) Bolzmann solver [210], while tak-
ing into account the various elastic and inelastic colli-
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sions between electrons and vibrationally excited CO2 [88]
and CO [209] molecules. As carefully described in [62]
and briefly reviewed in section 3.2, the eV cross sections
for CO2 are obtained from a direct deconvolution of the
available lumped cross sections according to the statistical
weights of the various levels, and the missing cross sections
are generated using Fridman’s approximation [40].

The second and third terms represent the vibrational
exchanges due to VT and VV collisions, respectively. Most
of the reaction rates for these mechanisms are compiled
based on scaling laws adapted from the SSH theory [48,
329] as done, e.g., in [118], and on the data survey of
Blauer and Nickerson [328], which combines experimen-
tal results and theoretical studies to obtain the most im-
portant deactivation channels. In addition, for the quasi-
resonant vibrational exchanges involving the asymmetric
mode of vibration the rate coefficients are obtained from
the theory of long-range forces of Sharma and Brau [330]
and the experimental work of Kreutz et al [331]. In such
cases, it is assumed that the rate coefficients decrease with
the gas temperature, which should be valid for the region
of low gas temperatures (below ∼ 1000 K) [61].

Finally, the last term represents the deactivation of
vibrationally excited states at the reactor walls. Here, it
is considered that when a vibrationally excited molecule
hits the reactor surface, it has a probability γv of losing
its vibrational energy to the ground state, so that the loss
frequency, νwall, in a cylindrical discharge of radius R,
becomes

νwall =

(

1

D

(

R

2.405

)2

+
2R(1− γv/2

γv〈v〉

)

, (33)

where D is the diffusion coefficient (calculated according
to Hirschfelder [332]), 〈v〉 is the thermal speed [94]. It is
further assumed that γv = 0.2 for a Pyrex surface in all the
CO2 vibrational levels, based on the deactivation proba-
bilities found in literature for the bending and asymmetric
levels in the range of ∼ 0.18 − 0.4 [333]. Despite the lack
of data for the symmetric mode of vibration, it seems rea-
sonable to assume that the deactivation probability is in
the same order of magnitude.

6.3 Step-by-step model validation

This section presents and analyzes different isolated as-
pects of CO2 plasma kinetics, comparing the results of
the simulations with the experimental measurements.

6.3.1 Vibrational kinetics

The first step undertaken towards the establishment of a
reaction mechanism for CO2 plasma kinetics was based
on the study of the discharge afterglow under the single
pulse measurements of [201], where it is possible to ne-
glect electron impact collisions, i.e. first term in Eq. (32).
As an illustration of the comparison between the mod-
elling results and the experimental data, Fig. 23 shows the

normalized density of the first few vibrationally excited
levels associated to the symmetric and bending modes of
vibration during the afterglow of the pulsed DC glow dis-
charge operating at p = 5 Torr, I = 50 mA, for a pulse
of 5 ms and 150 ms off time. More specifically, Fig. 23(a)
shows the first three non-Fermi (i.e. states with v2 = l2)
bending states, while Fig. 23(b) contains the first two cou-
pled Fermi levels. For these levels we observe an excellent
agreement between the calculated and experimentally de-
termined populations, which validates the set of rate co-
efficients under the studied conditions. As observed by
Klarenaar et al. [201], the results indicate a fast decay
and relaxation (within the ms scale) of the vibrationally
excited states as they quicky thermalize after the plasma-
off. Note that in these simulations the gas temperature
is used as an input data and is taken from experiment.
Relative to the evolution of the asymmetric mode of vi-
bration, it is interesting to note a small disagreement be-
tween the experimental data and modelling results at the
end of the afterglow. This is shown in Fig. 24 through
the evolution of the first vibrationally excited asymmetric
state which deviates from the experimental data for af-
terglow times larger than about 2 ms after the plasma is
turned off. Several reasons can explain this disagreement
and they are mostly likely related to an omission of some
creation/loss term in Eq. (32) (e.g. spontaneous emission)
or an underestimation of the VT relaxation processes of
the type

CO2(00
01) +M → CO2(mnlp) +M (34)

Deactivation channels for processes in Eq. (34) are
taken into account according to the data survey of Blauer
[328] which relates the most important relaxation prod-
ucts from theory with experimental data (see references
within [328]). The rather wide spread of experimental re-
sults may introduce a certain error in the calculated den-
sity of the state CO2(00

01) and compromise the capabil-
ity to reproduce the correct relaxation in the afterglow. In
addition to the previous point, another source of error rel-
ative to the calculation of the CO2(00

01) state density can
come from the reaction rate coefficients used to describe
quasi-resonant VV exchanges, considered only to be due
to long-range forces. Considering the rather large range of
gas temperatures presented in these time-resolved exper-
iments (300-1200 K [201]) better rate coefficients for VV
exchanges are required in order to take into account both
short- and long-range contributions.

After validation of the vibrational kinetics involving
heavy-particle processes [61], electron impact collisions were
taken into account to analyze the active part of a pulsed
DC glow discharge [62]. Fig. 25 shows the evolution of
the first vibrationally excited level associated with the
bending mode of vibration. The electron density profile re-
quired for the first term in Eq. (32) was estimated based
on the discharge current and the CO2 ionization coeffi-
cient [62], while the self-consistent reduced electric field is
determined from the electron and ion rate balance equa-
tions, using the requirement that under steady-state con-
ditions the total rate of ionization must compensate the
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Fig. 23. Normalized state densities during the afterglow of
a pulsed DC glow discharge at p = 5 Torr, I = 50 mA and
∆t = 5 ms for (a) first CO2 vibrational levels associated to
the bending mode (non-Fermi states) and (b) first vibrational
levels associated to the coupled Fermi levels. N0 and g are the
ground state density and statistical weight respectively.

Fig. 24. Normalized density associated to the first vibra-
tionally excited level of the asymmetric mode of CO2 during
the afterglow of a pulsed DC glow discharge (same conditions
as presented in figure 1).

rate of electron loss by ambipolar diffusion to the wall. For
the conditions of Fig. 25, the calculated reduced electric
field is about 55 Td. The simulation results are in gen-
erally good agreement with the experimental data, albeit
predicting a slightly slower growth of the bending popu-
lations as compared with the experiment. Possible expla-
nations may involve more complex deconvolution proce-
dures of the lumped cross sections and/or an influence of
vibrational transfers from the asymmetric mode in colli-

Fig. 25. Normalized density associated to the first vibra-
tionally excited level of the bending mode of CO2 during the
active part of a pulsed DC glow discharge (same conditions as
presented in figure 1)

sions involving oxygen molecules or excited atoms. Pre-
liminary results point towards a higher likelihood of the
latter mechanisms, but at present it is premature to draw
definitive conclusions. Regarding the time evolution of the
normalized density of the first asymmetric mode level in
the active part of the discharge, the modeling and the
experimental results are in good agreement, with only a
slightly slower growth of the calculated density as com-
pared with the experimental data, as already observed for
the afterglow results of Fig. 24 [62].

6.3.2 Gas heating

An extra validation of the reaction mechanism for VT
and VV processes established under the previous studies
was made through the investigation of the time-dependent
evolution of the energy transfer into gas heating in the af-
terglow of pulsed CO2 glow discharges [63]. Considering
a gas discharge under isobaric conditions and assuming
that the heat conduction is the dominant cooling mecha-
nism, the temporal evolution of the radially averaged gas
temperature, Tg, was studied according to

nmcp
∂Tg

∂t
= Qin −

8λg(Tg − Tw)

R2
, (35)

where nm is the molar density, cp is the molar heat ca-
pacity at constant pressure, Qin is the mean input power
transfer to the translational model, λg is the thermal con-
ductivity and Tw is the temperature at the discharge wall.
The model describes very well the gas heating along the
afterglow of discharges operated in pure CO2 with negligi-
ble dissociation [63]. This work confirmed that the relax-
ation of the first vibrationally excited CO2 levels is mostly
governed by the creation and loss mechanisms considered
in Eq. (32), with the deactivation at the wall having a
major contribution to gas heating at low pressures (below
∼ 1 Torr).
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6.3.3 Electron impact dissociation

Under the framework developed in the previous sections it
was possible to explore other aspects of the CO2 kinetics.
In particular, an investigation of electron impact dissoci-
ation and an assessment of the different CO2 electron im-
pact dissociation cross sections available in the literature
was performed [89]. To carried out this investigation, a
careful experimental approach was designed to evince CO2

electron impact dissociation while avoiding any influence
from other dissociation mechanisms or chemical reactions.
On the other hand, a small set of chemical reactions in-
cluded involving CO and Oxygen formation was added to
the model and different electron impact dissociation cross
sections were tested and evaluated [88,89]. The modelling
and experimental results agree remarkably well when the
theoretical calculations from Polak and Slovetsky [206] for
the CO2 dissociation cross sections are used. Therefore,
the results establish the validity of the dissociation rate
coefficients derived from these cross sections in the range
of reduced electric fields between 45 and 105 Td. Moreover,
this validation suggests that the energy loss cross sections
proposed by Phelps [75, 187], which are widely used in
the literature as representative of dissociation, probably
include energy loss processes besides dissociation, an hy-
pothesis already advanced in [88].

As noted in section 3.2, a recent analysis relying on es-
timations made using an analytical model for streamer dis-
charges [207] suggests that, for high values of E/N (above
100 Td and up to 600 Td), the dissociation rate coefficients
calculated from the cross sections in [206] can be under-
estimated. This would mean that the high-energy part of
the cross sections from [206] or the higher energy thresh-
old dissociation cross section from [206] (see section 3.2)
would be accordingly underestimated.

6.3.4 Reaction mechanism for vibrationally-cold CO2

plasmas

Another step towards a more complete and thorough val-
idation of CO2 decomposition in a plasma environment
driven by electron-impact processes was given recently by
A.F. Silva et al [148]. The CO2 model is extended in
order to couple self-consistently the electron Boltzmann
equation with a system of rate balance equations describ-
ing the creation and destruction of the most important
charged and neutral heavy species. The simulations are
validated against measurements taken in continuous CO2

DC glow discharges in a relatively large range of experi-
mental conditions: pressures from 0.4 to 5 Torr, discharge
currents from 10 to 50 mA and gas flowing at 2 to 8 sccm.
The corresponding reduced electric fields range from 50
to 100 Td. The model includes a comprehensive list of re-
actions, electron impact cross sections and heavy-particle
rate coefficients, validated from the comparison with ex-
perimental data on the product formation, namely the
densities of ground-state atomic oxygen O(3P ) and car-
bon monoxide CO(X 1Σ+) molecules, as well as on the

reduced electric field and discharge power. A state-to-
state vibrational kinetics is not included, since in these
conditions vibrationally-driven chemistry and dissociation
is not significant. Nevertheless, vibrational distributions
are accounted for in the calculation of the EEDF, us-
ing the experimental values of the corresponding vibra-
tional temperatures, as collisions with vibrationally ex-
cited CO2 and CO molecules can modify the shape of
the EEDF [209, 269, 270]. Important modifications in the
EEDF are also brought by the changes in the mixture
composition due to dissociation, as electrons start chan-
neling their energy to the excitation of CO and, to a lesser
extent, O2 and O [148]. Following the experimental evi-
dence of an important role of the electronically excited
state CO(a 3Πr) in the decomposition of CO2 [131], its
kinetics is included and carefully discussed in the model.
The addition of the state-to-state CO2 vibrational kinetics
within low-excitation conditions, i.e., accounting for the
same ∼ 70 individual vibrational levels and corresponding
reactions and rate coefficients as in [61, 62], was achieved
very recently [39].

The validation of the vibrational kinetics of CO2 and
CO in a plasma by comparing model and experiment is for
the moment still limited to the low excitation regime. On
the one hand, the available spectroscopic data do not eas-
ily allow to treat very strongly excited CO2 spectra. On
the other hand, models describing the full state-to-state
vibrational levels by coupling electronic, vibrational and
chemical kinetics in a self-consistent way would still suffer
from too much uncertainty on many elementary process
parameters. It is however possible to have a description
of all the vibrational levels with full STS models when
electron impact processes can be ignored. This is relevant
to study heat shields for atmospheric entry plasma as de-
scribed in the following section.

7 Vibrational kinetics in hypersonic entry
problems

7.1 General considerations

Interest to high-temperature carbon dioxide kinetics is
tightly connected to Mars exploration programs, such as
Mars Pathfinder, Mars Sample Return Orbiter, Mars Space
Laboratory, Exomars [334–336]. In hypersonic applications,
vibrational kinetics is strongly coupled with chemical re-
actions, and such coupling may considerably affect the
flow parameters and surface heating. Additional difficul-
ties in modeling hypersonic entry arise due to the neces-
sity of including the transport terms to the fluid-dynamic
equations; this is particularly challenging for the STS ap-
proach. Models can be validated using experimentally mea-
sured surface heat fluxes [337–339]; however, reliable ex-
perimental data on CO2 flows under Mars entry condi-
tions are scarce. In the absence of experimental studies,
detailed STS simulations of CO2 kinetics, dynamics and
heat transfer may be considered as benchmark solutions
for the assessment of numerically efficient reduced-order
approaches, as is shown in [340,341].
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During the last decade, many studies of high tempera-
ture non-equilibrium CO2 flows have been carried out us-
ing several approaches of various complexity: multi-temp-
erature [47, 342–346], STS [46, 276–279] and reduced or-
der coarse-graining techniques [347–349]. Different effects
are discussed such as the influence of the flow conditions,
thermo-chemical model, models for transport properties
and radiation. In the present section, we discuss some
recent results obtained by Armenise and Kustova in the
frame of the STS simulations of a 1D CO2 flow along the
stagnation line with the emphasis on the coupled vibrational-
chemical kinetics and heat flux. This STS simulations in
Mars entry conditions have, as input data, a full set of
VV and VT CO2-CO2 and CO2-CO collision rates involv-
ing a more complete CO2 vibrational energy level scheme.
This full set can be, in principle, exploited also in STS
models describing CO2 dissociation in plasma discharges,
even if linking of the numerous vibrational states becomes
prohibitively expensive when electrons enter in the sys-
tem. The hypersonic entry scenario case can provide also
knowledge for better description of CO2 recombination in
plasmas. As a matter of fact, the boundary layer condi-
tions are very similar to post-discharge as in supersonic
expansion microwave [299, 350]. In the shock layer of at-
mospheric entry body, there is a high temperature plasma,
cooling while diffusing towards the low temperature sur-
face [351, 352]. An interesting application of the present
section can be also to explore the possibility to create O2

on the Mars soil from CO2 taken from Mars atmosphere
and transforming the CO2 in CO and O2 by using plasma
discharges [2, 37–39].

7.2 Full STS model

Under high-temperature conditions, reduced STS mod-
els [40, 254] taking into account all levels of the asym-
metric mode and just a few lowest states of symmetric
and bending modes, as those presented in sections 4, 5
and 6, are not applicable since they may cause consid-
erable errors in thermodynamic functions (in particular,
the specific vibrational energy). Armenise and Kustova’ s
full STS model takes into account CO2 vibrational states
given by all possible combinations of the quantum num-
bers of symmetric, bending and asymmetric modes. Only
the bound states located below the dissociation energy,
ED = 5.517 eV, are taken into account, and for anhar-
monic oscillators, the number of states is about nine thou-
sands [46]. Since computational resources used in [46] were
not capable to solve nine thousands differential equations
describing the viscous flow in the STS approach, the model
was limited by the threshold of 3 eV, thus taking into ac-
count only 1224 vibrational states. This approximation
is justified by the strong interaction among the normal
modes for the high vibrational states of CO2, i.e. at vibra-
tional energies above 2 eV; this strong interaction causes
the modes are no more well defined as at low vibrational
energies but they turn into quasicontinuum of states [279].
Along with CO2 molecules, the model includes species
which appear due to carbon dioxide decomposition: CO,

O2, O, C. Implementation of the full vibrational ladder
allows to account for intramode VV3, VT1, VT2 and VT3

exchanges, intermode VV1−2, VV2−3 and VV1−2−3 tran-
sitions, vibrational energy transitions between different
molecules VV3−CO, VV2−CO and VV1−2−CO, as well as
state-specific dissociation-recombination reactions and ex-
change reactions, i.e. CO2(v1,v2,v3)+O ⇋ CO(w)+O2(v),
where v1, v2, v3 are the quantum numbers of symmetric,
bending and asymmetric modes, correspondingly. Such a
kinetic scheme is described in details in [277–279].

To proceed with simulations, state-resolved rate coeffi-
cients of vibrational energy transitions and chemical reac-
tions are needed. Experimental data are available for the
selected transitions between the lowest states [353–356];
these data are often interpolated for the higher states
using the formulas of the SSH theory [48], see [46, 250].
However, the range of validity of experimental measure-
ments is limited by low temperatures. One has to men-
tion a few works on the quasi-classical trajectory calcu-
lations of the rate coefficients in CO2 [54, 55, 357]; unfor-
tunately, the results are obtained only for several tran-
sitions and thus cannot be used in full STS simulations.
Theoretical approaches include the first-order perturba-
tion SSH theory [48] and the forced harmonic oscillator
(FHO) model [49,50,170], which recently was extended for
three-atomic gases [52,53]. The results discussed hereafter
are obtained using the SSH model [48] which provides the
complete set of rate coefficients for vibrational transitions.

State-resolved exchange reaction rate coefficients are
calculated using the theoretical model proposed in [279];
the model takes into account vibrational excitation of both
the reagents and products. The state-resolved dissocia-
tion rate coefficients are calculated by means of the gen-
eralized Marrone-Treanor model [250, 278]. The thermal
equilibrium reaction rate coefficients are given by the Ar-
rhenius law with parameters suggested by McKenzie [358]
and Park [342].

7.3 Transport properties

One of the most challenging tasks is implementation of the
state-resolved transport coefficients. In the STS approach,
the total heat flux q includes several contributions respon-
sible for various dissipative processes [359,360]:

q = qF + qMD + qTD + qDV E , (36)

where qF , qMD, qTD, qDV E are the terms connected to
thermal conduction (Fourier flux), mass diffusion, thermal
diffusion and diffusion of vibrational energy carried by ex-
cited molecules, respectively. For CO2 flows, these contri-
butions are written explicitly in [46,276]. They depend on
the gradients of temperature, species mass fractions, vi-
brational level populations, and state-resolved transport
coefficients: thermal conductivity, viscosity, multi-comp-
onent diffusion coefficients for each pair of vibrational
states, and thermal diffusion coefficients. The general kin-
etic-theory algorithm for the calculation of state-specific
transport coefficients is developed in [361, 362] (for some
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peculiarities of CO2 transport properties, see also [250,
363, 364]). It requires numerical solution of the transport
linear systems and expresses the transport coefficients as
functions of collision integrals, temperature, molar frac-
tions of all vibrational states and atomic species. Keeping
in mind that the transport systems are of the order of N
(N is the number of vibrational states in a mixture), and
the number of diffusion coefficients is about N2, direct im-
plementation of this transport model to the fluid-dynamic
solver is not feasible at present time.

To overcome the problem, Armenise and Kustova pro-
pose using a post-processing technique introduced in [365,
366] to evaluate the heat flux. The problem is split into
several stages. First, in order to study the flow-field and
VDF, the fluid-dynamic equations with simplified trans-
port terms depending on the constant Prandtl and Schmidt
numbers are solved. Once the solution is obtained, the
state-resolved transport coefficients are calculated as func-
tions of temperature, mixture composition and VDFs. Gra-
dients of fluid-dynamic variables obtained at the first step
are then used in order to calculate the heat flux.

7.4 Stagnation line flow

Armenise and Kustova simulate the flow along the stag-
nation line in the boundary layer of a hypersonic vehicle
on the basis of the simplified system of 1D boundary layer
equations, written in self-similar variables (ξ, η):

∂2cv
∂η2

+ fSc
∂cv
∂η

= Sv, v = 1, ..., N (37)

∂2θ

∂η2
+ fPr

∂θ

∂η
= ST . (38)

η is the coordinate normal to the surface, i.e. the one along
the stagnation line, f is the stream function. Eqs. (37) are
the continuity equations for different species mass frac-
tions cv, whereas Eq. (38) is the energy equation for the di-
mensionless temperature θ. Different species in the consid-
ered CO2/O2/CO/O/C mixture are the vibrational states
of CO2, O2 and CO molecules, and atoms O and C. Sc
and Pr are the Schmidt and Prandtl numbers. On the
right hand side, Sv and ST are the source terms in which
the STS chemical kinetics is included. The details can be
found in [46].

The boundary conditions needed to solve Eqs (37)–
(38) are the boundary layer edge pressure pe, temperature
Te, the equilibrium distributions at the boundary layer
edge; the surface temperature Tw, the parameter β has
the meaning of the residence time of a fluid element in a
particular point of the boundary layer. Moreover, the sur-
face is assumed non-catalytic, that means zero gradients
of each species mass fraction on the surface.

The results reported below are obtained for the test
case corresponding to experiments in the Hypulse facil-
ity [337]. The following boundary conditions and mixture
composition are fixed: Tw = 700 K, Te = 4555 K, pe =
952 Torr, β = 1.283 · 105 s−1, 35.32% of CO2, 41.2% of
CO, 6.42% of O2, 17.06% of O, and 4.25×10−5% of C.

7.5 Results on STS simulations of hypersonic Mars
entry

Let us start with the comparison of the VDF obtained by
Armenise and Kustova for different chemical models and
kinetic schemes. For this purpose, the above test case with
the full kinetic scheme including all processes (vibrational
transitions, dissociation-recombination, and exchange re-
actions) and with the reduced scheme including only disso-
ciation and recombination (Diss./Rec.) is considered. Two
sets of parameters in the Arrhenius law are used, those of
McKenzie [358] and Park [342]. Fig. 26 shows, as a func-
tion of the CO2 vibrational energy, the boundary layer
edge equilibrium CO2 vibrational distributions (in green),
as well as the CO2 VDF on the surface obtained when only
the dissociation-recombination reactions (in blue) and all
the processes (in red) are included in the solution of the
boundary layer system (Eq. (37)–(38)). The top plot is for
the McKenzie model, the bottom for that of Park. Note
that the calculated CO2 VDF as a function of the vibra-
tional energy takes the form of a ‘cloud of points’and not a
simple curve, as it happens for diatomic molecules, due to
the non-biunique correspondence between the vibrational
states and the vibrational energies. Indeed comparable en-
ergies can correspond to completely different vibrational
quantum terns (v1, v2, v3). For the Diss./Rec. kinetic
scheme, the McKenzie model yields strongly dominating
CO2 recombination close to the surface, with significantly
over-populated high states, whereas the Park model shows
prevailing CO2 dissociation, leading to the depletion of
upper levels. As is shown in [279], these differences be-
tween models appear for the exchange reactions, too. The
choice of the model strongly affects the results also when
all the processes are considered (red points in the figure):
the McKenzie model leads to higher VDF which is obvi-
ousely out of equilibrium. The Park model yields almost
Boltzmann VDF on the surface. Thus the use of differ-
ent parameters in the Arrhenius law leads to a significant
modification of the surface VDF and shifts the chemical
reaction mechanism.

In Fig. 27, the CO2 average vibrational energies along
the stagnation line calculated in the same test cases are
compared. It is seen that when only dissociation and re-
combination are taken into account, the vibrational energy
on the surface occurs much higher; including vibrational
energy transitions and exchange reactions to the kinetic
scheme yields a strong decrease in the CO2 vibrational
energy. Analysis carried out in [279] shows that the main
role in this deactivation belongs to the vibrational kinetics
and, to a much lesser extent, to exchange reactions.

It has been stressed above that, in hypersonic appli-
cations, it is important to take into account all vibra-
tional states of the involved molecules. This can be seen
from Fig. 27 where the vibrational energy calculated using
the model based on the set of vibrational levels proposed
in [254], i.e. all states of the asymmetric mode and a few
lowest states of other modes is also plotted. This model is
further referred as AMK (asymmetric mode kinetics); in
the present simulations, the AMK model is used together
with the McKenzie chemistry and full kinetic scheme in-
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Fig. 26. CO2 vibrational distributions calculated by Armenise
and Kustova with the McKenzie model (top) and the Park
model (bottom).

cluding all processes. The CO2 average vibrational energy
trend obtained using the AMK model is almost the same
as the trend obtained by considering only dissociation and
recombination with the McKenzie model, however the val-
ues are lower than in the latter case. Whereas near the sur-
face, the vibrational energy is not far from that obtained
with other models, near the external edge it converges to a
much lower equilibrium value. This confirms the necessity
of taking into account all vibrational states under high-
temperature conditions (see [278] for detailed discussion).

Let us discuss now the heat flux. First of all, the main
contribution to the total heat flux near the surface is given
by thermal conductivity and thermal diffusion [276, 277]
whereas the role of mass diffusion and vibrational energy
diffusion is weak due to non-catalytic boundary condi-
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Fig. 27. CO2 vibrational energy calculated by Armenise and
Kustova with the McKenzie and the Park models and different
kinetic schemes. AMK corresponds to the set of vibrational
states proposed in [254].

tions; moreover, contributions of qF and qTD are com-
parable. Next, the values of the calculated heat flux due
to thermal conductivity are close to that measured in ex-
periment [337], qexp = 8.2 ± 1 MW/m2; the lowest heat
flux of 6.36 MW/m2 is obtained for the Park model, and
the highest, 9.70 MW/m2, for the McKenzie chemistry.
Thus, one can conclude that the effect of chemical reac-
tions is important even for a non-catalytic surface. The
total heat flux calculated by Armenise and Kustova for
the considered test cases is presented in Fig. 28. It is in-
teresting that the two Diss./Rec. schemes with the Park
and McKenzie models yield significantly different results
whereas adding other kinetic processes leads to closer val-
ues near the surface. The total heat flux obtained with the
AMK model, is almost the same as the one obtained by
considering only dissociation and recombination reactions
with the McKenzie model. There is, however, a discrep-
ancy near the surface. Nevertheless, the surface heat flux
calculated on the basis of the AMK model is close to the
flux obtained using the Park model and the complete ki-
netic scheme.

8 Role of surfaces

The influence of surfaces on the plasma dynamics is obvi-
ously of prime importance when the pressure is low enough
for diffusion to the wall to be fast compared with collision
processes. For example, in the “glow" discharge at a few
mbar presented in the previous section 7, the vibrational
de-excitation of CO2 at the walls can be the dominant gas
heating mechanism for p=1 Torr [63] and have a signifi-
cant effect in the relaxation of the vibrationally excited
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Fig. 28. Heat flux calculated by Armenise and Kustova
with the McKenzie and the Park models and different kinetic
schemes.

states in the afterglow [94], and most of the oxygen atoms
recombine into O2 (or CO2) on surfaces. The very pur-
pose of certain applications at reduced pressure such as
the coating or functionalisation of polymers [21, 367], or
the design of spacecraft heat shields [32,33,135] necessar-
ily requires an understanding of the microscopic mecha-
nisms of plasma-surface interaction. However, it would be
wrong to believe that surfaces play an important role only
at low pressure. Plasma/catalysis coupling for CO2 con-
version for instance is a good example of the key role that
plasma-surface interaction can have even at atmospheric
pressure.

Despite the importance of surface mechanisms, the in-
formation available in the literature remains scarce. The
studies carried out often focus on one aspect only of plasma-
surface interaction which is at the heart of the targeted
application without considering other effects which may
influence the plasma. For example, most of the measure-
ments of vibrational de-excitation on surfaces have been
performed to optimise CO2 lasers and involve only an
extremely limited number of the lower vibrational lev-
els [165–167, 169], while most of the O atoms recombi-
nation probability at the walls have been measured in the
context of space heat shields [368–371]. As a result, there is
still a lack of global understanding of surface influence on
CO2 plasmas. This is partly due to the strong specificity
of each parameter controlling the surface mechanisms ac-
cording to the physico-chemical characteristics of each ma-
terial, both at the microscopic and macroscopic levels. For
example, there is not a single value for the recombination
probability of oxygen atoms (γO) on a quartz surface: this
probability depends on the topology of the surface, its sto-
ichiometry and the surface coverage, all of which fluctuate
when the surface is under direct plasma exposure. In ad-

dition, the surface temperature and the excitation state of
the species coming from the gas phase and interacting with
the wall will also influence the surface processes. Giving
a reaction rate for a surface process is therefore very del-
icate and requires to characterize all these parameters si-
multaneously. The situation is even more complex in high
pressure plasmas which tend to filament and therefore in-
duce very strong spatial inhomogeneity. For example, the
local surface temperature in the footprint of a streamer is
never precisely known, but can largely influence the sur-
face reactivity induced at this location.

Another issue is the difficulty to describe all the pos-
sible interaction mechanisms that can arise at plasma-
surface with a single type of model. Indeed, mechanisms
as different as ion bombardment, mobility of atoms and
molecules on surfaces, chemical reactivity at the walls,
the charge of dielectrics in contact with the plasma, or
secondary emission phenomena, each require specific ap-
proaches to be described on different spatial and temporal
scales. For instance, the latter can range from the fs as-
sociated with the vibrational motion of the surface and
adsorbed species to few seconds or even minutes associ-
ated with surface modifications observed experimentally.
Ranging from the smaller (shorter) to the larger (longer)
space (time) scales, models can rely on density functional
theory (DFT), molecular dynamics, kinetic Monte Carlo,
coarse-grained deterministic models, or macroscopic for-
mulations. A brief overview of these different approaches
is given, e.g, in the sections devoted to plasma-surface in-
teractions in refs [184, 219]. Moreover the description of
these surfaces mechanisms are generally complex to cou-
ple with a fine description of the plasma bulk phase.

In the remainder of this section, some of the most
studied mechanisms of plasma-surface interactions are de-
scribed one by one starting with i) collisions of vibra-
tionally excited molecules with surfaces, ii) recombination
of oxygen atoms at the walls, iii) initiation of plasma fil-
aments at atmospheric pressure in the pores of catalysts
and the associated chemical reactivity.

8.1 Collisions of vibrationally excited molecules with
surfaces

As described in the previous sections, energy transfers on
the vibrational levels of CO2 (and CO) are essential in the
description of CO2 plasmas. The collision of vibrationally
excited CO2 or CO molecules with surfaces is in itself
a complex phenomenon. Indeed most of the time, in gas
phase kinetic models, CO2(v) interaction with surfaces is
treated as simply the loss of one vibrational quanta with a
certain probability γv. However the internal energy state
with which the molecule leaves the surface can actually be
much more varied.

For the optimisation of the CO2 lasers it was impor-
tant to minimise the vibrational de-excitation, in partic-
ular of the first asymmetrical CO2(001) level. Parame-
ters such as de-excitation probability and accommodation
coefficient have been measured typically in experiments
exciting a specific vibrational level with a pulsed laser,
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and collecting fluorescence after interaction of the excited
molecular beam with various materials [372] as already
mentioned in section 2.4. This has been done for the first
asymmetric stretch level CO2(001) on dielectric materials
(quartz [165], Teflon, Brass, Mylar or Pyrex [166,169]) and
metals (stainless steel, silver or nickel [168]) but also, for
instance CO2(101) and CO(v=2), on polycrystalline silver
[167]. These measurements have shown large de-excitation
probabilities (typically from 0.1 to 0.4 for CO2(001)) de-
caying with the gas and surface temperatures. They have
also suggested an influence on the accommodation co-
efficient of the type of molecules adsorbed on the sur-
face, which may favour more or less the energy transfer
to the wall. In particular, the capability of a material to
adsorb CO2 favours the energy transfer from CO2(v) to
the wall. Semiclassical molecular dynamics calculations of
oxygen atomic recombination have addressed the question
of the internal state of the formed O2(X,v) molecule and
of the energy transfer between the surface phonons and
the O atoms, calculating the energy transferred to the
surface [373, 374]. However, molecular dynamics simula-
tions of the vibrational energy transfers from excited gas
molecules to surfaces are scarce [375] and often focus on
the deactivation in liquid surfaces [376–378].

In the case of planetary entry heat shields, vibrational
de-excitation can be a significant source of surface heat-
ing. The kinetic energy of the molecules impacting the
surface can be high, and some works investigate the trans-
lational, rotational and vibrational states of the molecules
after colliding onto the surface. Experimentally the change
of CO and CO2 ro-vibrational state can be monitored
by infrared emission after impacting a heated platinum
plate for instance [379]. The sticking coefficient of CO2

appears to increase with vibrational energy state for low
translational energy as measured by time resolved elec-
tron energy loss spectroscopy in [380]. Incoming vibra-
tionally excited molecules can also react chemically on
the surface by dissociative adsorption [381], where quasi-
classical trajectory calculations performed over a potential
energy surface (PES) for the dissociative chemisorption
of CO2 on Ni(100) has revealed an increase of dissocia-
tive chemisorption with the vibrational excitation of the
incoming molecule, or enhanced chemical reactions with
previously adsorbed species [191,372].

The behaviour of an excited molecule impinging on a
surface is therefore a complex dynamic interaction which
depends on the molecular internal energy, the gas and sur-
face temperatures, the species covering the surface, the
impact energy and orientation angle as well, as the struc-
tural and chemical characteristic of the material itself.
Thus there is an important lack of experimental and mod-
elling data to address this important issue not only for
heat shields, but for any use of CO2 plasmas. Many differ-
ent approaches are being considered to address this topic,
combining experiment and modelling such as in [382], with
classical trajectory calculations describing the rotational
distribution CO2 molecules resulting from the impact of
molecular beam on perfluorinated monolayer. “Exotic" re-
action pathways can also be evidenced on surface such as

the dissociation of CO+
2 ions into C and O2 on Au surface

for large ion energy [383]. However one of the most studied
chemical reactions on surfaces exposed to CO2 plasma is
probably the recombination of O atoms.

8.2 Surface recombination of atomic oxygen

The recombination of oxygen atoms on surfaces is a key
process in many ways:

– it is an exothermic process that can help to heat sur-
faces (like heat shields);

– the high chemical reactivity of oxygen atoms gives
them an essential role in different domains, such as
polymer treatment processes, or plasma-catalysis cou-
pling;

– oxygen atoms can contribute to the reverse reaction
mechanism giving back CO2 from CO, and to the vi-
brational de-excitation of CO2.

The key role of O atoms as very efficient quenchers of
the CO2 vibrations, even though already described in the
CO2 laser community, has been recently clearly evidenced
by using large surface area silica surfaces to strongly re-
combine O atoms and monitoring the changes in the CO2

vibrational distributions [108]. The effect is further inves-
tigated by modelling in a couple of preliminary simula-
tions [39, 94] that confirm its importance in low-pressure
discharges.

Experimentally, the O atom recombination probabil-
ity (γO) deduced from its loss frequency is the parameter
that has been the most investigated either by emission
spectroscopy (actinometry), laser induced fluorescence, or
calorimetry, as described in section 2.4 [32, 33, 93, 134,
135, 384, 385]. Different materials have been investigated,
although most of the data have been obtained on Sil-
ica based materials, and in particular β-cristobalite. Even
considering a given material, the recombination probabil-
ity can vary with the roughness of the surface [108, 386].
Typical γO values measured are in the range 10−4-10−2 of-
ten with an Arrhenius dependence with surface tempera-
ture [387]. However, when a wide range of values of the sur-
face temperature are considered, complex non-Arrhenius
and even non-monotonic dependencies have been observed
[388], usually explained by a competition between the Eley-
Rideal (ER) and Langmuir-Hinshelwood (LH) surface re-
combination mechanisms [389]. Moreover, it has been shown
both in pure O2 plasmas [390] and in CO2 plasmas [93]
that γO also follows an Arrhenius law with the gas tem-
perature suggesting an influence of the kinetic energy of
the incoming O atoms. Despite the variability of γO val-
ues with temperatures and materials, general trends can
be evidenced. For instance, γO values are systematically
higher in O2 plasma than in CO2 plasma [93, 191], which
could be a consequence of lower reaction rate of back
reaction CO+O on surface than the recombination into
O2 [130, 135, 150]. It is also worth noting that in pure
O2 plasma, γO values are in general higher when the sur-
face is under plasma exposure than in temporal or spatial
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post-discharge [390, 391] while such difference is not ob-
served in CO2 plasma [93]. It is usually claimed that O
atoms recombination proceed through ER at moderate-
to-high surface temperatures and that LH becomes im-
portant at low surface temperature for which the sur-
face coverage of O atoms becomes larger. However the
mechanisms responsible for O atoms recombination are
still under debate. Different modelling approaches have
been used to get insight into these mechanisms, includ-
ing DFT [392–395], molecular dynamics [373,396–398], Ki-
netic Monte Carlo [399–406] and mesoscopic deterministic
models [368,371,388,389,407–411].

8.3 Role of surfaces in plasma-catalyst coupling

Surfaces also play a key role in the context of plasma
catalysis which is one of the most promising approach to
achieve efficient CO2 recycling. In spite of the numerous
results obtained already in plasma-catalytic CO2 conver-
sion, the underlying mechanisms are not yet completely
understood. Modelling can help to unravel these mecha-
nisms, but models describing plasma-catalyst surface in-
teractions are very scarce, and until now have often been
applied to other molecular systems than CO2. Here we
briefly describe some examples of the most advanced model
results, even if they are not applied to CO2 (e.g. NH3

or CH4) as they highlight the specificity of the chemical
reactions induced on catalytic surfaces directly exposed
to a plasma. These mechanisms, which differ significantly
from what is observed in thermal catalysis, are essential
to understand and optimise for developing efficient CO2

conversion processes.
Some models have been developed to describe the cat-

alyst surface chemistry upon impact of plasma species, by
means of 0D (microkinetics) plasma chemistry and/or cat-
alyst surface chemistry models, e.g., for plasma-catalytic
NH3 synthesis [412–415], non-oxidative coupling of CH4

[416], and very recently also for CO2 hydrogenation [417]
and CH4 partial oxidation [418]. Such models reveal the
reaction pathways at the catalyst surface and the role of
plasma-generated radicals and (vibrationally or electroni-
cally) excited.

A very interesting point is that reactions occuring on a
catalytic surface under direct plasma exposure can exhibit
a Non-Arrhenius behavior of the reaction rates. Indeed,
the use of plasma catalysis gives rise to hybrid reactions
in which the reactants are excited by electron impact be-
fore to proceed to reactive pathway on active sites of the
catalysts [419]. Fig. 29 reports the experimental data mea-
sured by Nozaki and Okazaki [419] of the reaction rate as
a function of 1/Tgas for the steam reforming of methane
in a flow of N2 and H2O using a DBD reactor packed with
a Ni/Al2O3 catalyst by considering the effect of catalyst
with and without the plasma. As observed in Fig. 29 (left
panel), the electron action in plasma environment does
not cause significant modification in the activation energy,
suggesting a unique elementary process in both processes.
However, there is a perceptible difference in pre-factor pa-
rameter describing the rate, suggesting the synergetic ef-

fect of plasma and catalysis in increasing the rate. As ob-
served in Fig. 29, a variation of the apparent activation
energy of the process as a function of 1/Tgas is manifest
in both cases, having the same trend for the corresponding
change in the catalyzed reaction. Such convex curvature in
Arrhenius plot (super-Arrhenius behavior), is usually de-
scribed by the break-temperature formula [420, 421] (see
left panel), invoking two distinct mechanisms. However,
recent progress in uniformly interpreting deviation from
Arrhenius behavior recommends the use of the following
deformed version of the Arrhenius law

k(T ) = A

(

1− d
ǫ‡

RT

)

1
d

, d =
RT0

ǫ‡
(39)

called Aquilanti-Mundim formula, which simplifies the
interpretation assuming the curvature as manifestation of
collective phenomena, including particle diffusion effect
and constraints on proposed microscopic model [420,422–
424]. In Fig. 29 (right panel), a fit of the rate is provided by
the Aquilanti-Mundim formula, requiring one parameter
less than the break-temperature model of the left panel,
and providing physical meaning for the two parameters,
ǫ‡ as an Arrhenius-Eyring type reaction barrier and T0

as the minimal temperature for the onset of the process
without and with plasma. When d, which is a combination
of previous parameters (see Fig.29) tends to zero, the Ar-
rhenius formula is recovered [423]. The use of the formula
permits to quantify the increase of the catalyzing action
by the plasma as a factor four, according to ratio of A
prefactors. At low temperature, it is apparent that the
process suffers an intrinsic decrease in efficiency, without
and with plasma catalyst: this is seen in an equivalence
between both processes converging to the same same en-
ergy ca 4 kJ/mol, quantified by the common T0 (ca 493
K) provided by application of eq. 39

Other approaches can be used to investigate the modi-
fied reactivity of the surface when exposed to the plasma.
For instance the change of reactivity due to surface charg-
ing and effect of electric field induced onto the surface can
be described by density functional theory (DFT) simula-
tions, for CO2 activation on (Al2O3-supported or TiO2-
supported) Cu, Ti and Ni surfaces [398,425,426]. The au-
thors reported that a negative surface charge significantly
enhances the reductive power of the catalyst, thus pro-
moting CO2 splitting into CO and O. Furthermore, the
relative activity of the transition metals was found to be
changed upon charging, suggesting that controlled surface
charging may allow tuning of the catalyst activity and se-
lectivity. In a typical DBD reactor, the plasma streamers
will be statistically distributed over the entire dielectric
surface. Therefore, even though the time and area of in-
teraction of an individual streamer with the surface is rela-
tively small in proportion to the macroscopic surface area,
the surface deposition of charge is sufficient to induce a
large surface field for the essential period of the applied
voltage. Moreover, the plasma-catalyst coupling can also
be studied with reduced pressure plasma sources, which
are much more homogeneous than DBDs. Hence, plasma-
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Fig. 29. The plasma reforming of CH4 in a DBD reac-
tor packed with 12 % Ni/Al2O3 catalyst. Left hand panel:
Arrhenius-break plot. Right hand panel: super-Arrhenius plot
uniformly described by Eq. (39).

induced catalyst surface charging may be important to
explain plasma-catalyst synergistic effects.

Furthermore, the plasma does not only affect the cat-
alyst surface chemistry and reactivity, but vice versa, the
catalyst (packing) also affects the plasma behavior, such as
electric field enhancement near the contact points of beads
in packed bed DBDs [427], as well as streamer propagation
in packed bed DBDs [428, 429] and in more complicated
packing geometries, such as honeycomb and 3D fiber de-
position (3DFD) structures [430]. An important research
question in plasma catalysis is whether plasma (stream-
ers) can penetrate into catalyst pores, because this defines
the catalyst surface area exposed to the plasma (species),
and thus the surface area available for plasma-catalytic
reactions. A few research groups tried to answer this ques-
tion by experiments. Holzer et al. reported the presence of
short-lived oxidants inside porous catalysts for pore sizes
around 10 nm, and suggested this is either due to forma-
tion inside the pores in case of strong electric fields, or
due to diffusion into the pores and stabilization of these
species upon adsorption on the pore inner surface, thus
prolonging their lifetime inside the pores [431, 432]. On
the other hand, Hensel et al. demonstrated that micro-
discharges could only be formed inside pores for pore sizes
around 15 µm, while only surface discharges were created
outside the pore for pore sizes of 800 nm [433]. When
studying the physical properties of micro-discharges for
various pore sizes, discharge powers, and gas mixtures,
the authors concluded that the onset voltage for micro-
discharge formation inside pores drops upon rising pore
size [434]. Hence, the pore size and amplitude of the ap-
plied voltage were identified as the critical parameters for
micro-discharge formation inside pores [435].

By means of modeling, additional insight can be ob-
tained on the inherent mechanisms behind micro-discharge
formation in catalyst pores, and it was revealed that the
pore size must be larger than the Debye length to allow
plasma formation inside the pores [436]. Zhang et al. de-
veloped a 2D fluid model for the plasma behavior inside
catalyst pores with µm dimensions, in a helium DBD [437],
and studied the effect of different dielectric constants of
the support material [438], as well as the effect of the
pore shape [439]. The calculations revealed that the elec-
tric field is significantly enhanced near tip-like structures,
and the pore shape greatly determined the electric field
enhancement, and thus the plasma properties. These fluid
simulations predicted that plasma species can only be cre-
ated inside catalyst pores with dimensions above 10 µm,
as defined by the Debye length at the conditions under
study, for (support) materials with dielectric constants
below 50. While such pore sizes are of interest for struc-
tured catalysts, catalytic supports typically have nm-sized
pores, which are thus too small for plasma formation in-
side the pores. However, these fluid simulations were ap-
plied to a uniform helium plasma, while for plasma cataly-
sis, reactive gases are used, which exhibit streamer forma-
tion. The latter are characterized by much higher electron
densities, and thus smaller Debye lengths. Hence, Zhang
et al. performed PIC/MCC simulations to study plasma
streamer penetration inside catalyst pores of both µm and
nm sizes [440–442], for a DBD operating in dry air in fil-
amentary mode. These calculations revealed that plasma
streamers can indeed penetrate in catalyst pores of several
100 nm. This is illustrated in Fig. 30, which depicts the
electron number density profiles inside pores with differ-
ent diameters, calculated by the PIC/MCC simulations,
for an applied voltage of -8 kV [436, 441]. The electron
density reaches a maximum inside the pores for pore di-
ameters of 600 nm and above, while it is negligible for a
pore diameter of 400 nm. At the conditions presented in
this figure, the Debye length was calculated to be 415 nm,
which explains why plasma streamers could not penetrate
into pores of 400 nm diameter, while they can penetrate
into larger pores. The Debye length is in the order of a
few 100 nm up to 1 µm at typical DBD conditions in
air, depending on the operating conditions (defining the
electron density and temperature in the plasma streamer).
For higher applied voltages, plasma streamers may be able
to penetrate into smaller pores, due to the higher plasma
density and thus shorter Debye length.

Most of the studies conducted in plasma catalysis to
date have been carried out in DBD reactors. The stream-
ers developing in these reactors generate very important
spatial inhomogeneities and deposit local surface charges,
which make the fine understanding of the interaction mech-
anisms very difficult. The development of new techniques
of in situ measurements under direct plasma exposure is
necessary to have a better understanding of these mech-
anisms. Moreover, the study of plasma-catalyst coupling
can be extended to other configurations than DBD, with
more homogeneous plasma allowing a better control of the
interaction with the catalyst.
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Fig. 30. Calculated electron density profiles, in (m−3), near
and inside a pore, with diameter of (a) 3 µm, (b) 1 µm, (c)
800 nm, (d) 700 nm, (e) 600 nm, (f) 400 nm, as obtained from
PIC/MCC simulations in dry air, for an applied DC voltage of
-8 kV. Adapted from [436] with permission.

9 2D/3D fluid models, necessity for spatial
distribution description

The above 0D and 1D modelling approaches typically con-
sider simple plasma setups, without focusing on reactor
design. To investigate which reactor designs can lead to
improved CO2 conversion, 2D or even 3D fluid dynamics
models are needed. However, such models require a long
calculation time, certainly in case of complex geometries
or gas flow patterns, such as supersonic flow or reverse
vortex flow, which are of interest for improved CO2 con-
version (e.g., [8, 9, 443]). Therefore, a compromise must
be made, by reducing the kinetic scheme, to keep the
calculation time feasible. Several 2D or 3D models for
plasma reactors typically used for CO2 conversion, such as
(packed bed) DBDs, MW and GA plasmas, are therefore
in first instance developed in simple gases (e.g., helium
or argon, or sometimes air), with limited chemistry (e.g.,
[427–429,444–462]). This gives useful information, e.g., on
electric field enhancement near the contact points of pack-
ing beads in a packed bed DBD [427,444,445], on streamer
propagation in a packed bed DBD [428, 429, 446–449], on
plasma confinement in a MW plasma [450–454], or on arc
behavior and gas flow patterns in a GA plasma [455–462].

Nevertheless, the plasma may not behave in the same
way in CO2 as in these (more) simple gases. Therefore, it
is important to develop 2D or 3D fluid dynamics models
in CO2 as well. For the sake of computation time, this
requires simplified kinetic schemes, as typically obtained
from 0D modeling (see section 4).

Wang et al. developed a self-consistent 2D model for
a classical GA plasma, with non-equilibrium CO2 plasma
chemistry [10]. The model was based on the chemistry
set of the Kozák-Bogaerts 0D model (see section 4), but
reduced for the sake of computation time. It considered
five different neutral ground state species (CO2, CO, O2,
O, C), five different ions, the electrons, and 11 different
excited species, i.e., the four effective symmetric mode
CO2 vibrational levels of the Kozák-Bogaerts model, three

lumped groups for the CO2 asymmetric mode levels, fol-
lowing the level lumping method of Berthelot and Bo-
gaerts, as well as one CO2 electronically excited level,
and three O2 vibrational levels. The model calculated the
densities of all the plasma species, the electron temper-
ature and gas temperature and the electric field in the
GA plasma, as well as the gas flow profile. The species
densities and the electron mean energy were calculated
with continuity equations based on transport and on pro-
duction and loss terms defined by the chemical reactions
(and by Joule heating for the electron energy). The species
transport was based on drift in the electric field and diffu-
sion due to concentration gradients. The model assumed
electrical neutrality in the arc plasma, and the ambipo-
lar electric field was calculated from the charged species
densities. The gas temperature was obtained by the heat
transfer equation, and the gas flow, which was responsible
for the arc displacement, was described by the Navier-
Stokes equations, providing a solution for the mass den-
sity and the mass-averaged velocity. These Navier-Stokes
equations were first solved separately, and the obtained
velocity distribution was used as input in the other equa-
tions for the plasma behaviour and the gas heating. The
calculated electron number density, CO2 conversion and
energy efficiency were compared with experiments, and
showed reasonable agreement. The authors investigated
the plasma characteristics in a whole GA cycle, and also
performed a chemical kinetics analysis for the different
pathways for CO2 conversion.

Zhang et al. applied two fully coupled flow-plasma
models (in 3D and 2D) for a magnetically stabilized GA
plasma [463]. The 3D model was developed for argon, and
allowed to compare the arc dynamics with those of a tradi-
tional (gas-driven) GA reactor, while the 2D model (devel-
oped in CO2, with the same chemistry set as in [10]) pro-
vided more detailed information on how the external mag-
netic field can reduce the gas temperature by enhanced
heat transfer, and how it can generate a velocity differ-
ence between the arc movement and the gas flow, to en-
hance the plasma-treated gas fraction, thus showing the
potential of an external magnetic field to control the GA
behavior.

Sun et al. presented a 2D model for a classical GA
plasma, using a reduced chemistry obtained by the so-
called directed relation graph method (see section 4) [264].
The authors showed the calculated 2D profiles of electron
temperature, electron density, gas temperature and vibra-
tional temperature at different moments in time, providing
useful insights in the arc behavior of the CO2 GA plasma.

Wolf et al. developed a 2D axisymmetric tubular chem-
ical kinetics model, to study the effect of discharge con-
traction and vortex-induced radial turbulent transport on
the CO production and destruction mechanisms in a vortex-
stabilized CO2 MW plasma reactor, in combination with
experiments [303]. In this model, the power deposition was
assumed to lead to direct gas heating, so vibrational kinet-
ics was neglected, which was justified by the fast thermal-
ization and the fact that thermal conversion dominates
over vibration-induced dissociation at the high tempera-
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Fig. 31. (a) Internal structure of the GAP reactor, with
schematic vortex gas flow pattern (black) and artistic represen-
tation of the arc (purple); (b) Calculated gas flow path lines,
with velocity in m/s, showing the outer and inner vortex; and
(c) calculated electron density profile [m−3] in the stabilized
arc, after 5.3 ms, for 240 mA of arc current and an inlet gas
flow rate of 22 L/min. Adopted from [464] with permission.

tures under study. Five different species (CO2, CO, O2,
O, C) and 26 chemical reactions were taken into account.
The calculated CO2 conversion and energy efficiency were
in good agreement with experiments in a broad pressure
range (from 80 to 600 mbar). The energy efficiency showed
a maximum between 100 and 200 mbar, attributed to a
discharge mode transition.

Trenchev et al. combined a 3D turbulent gas flow model
with a 2D plasma and gas heating model for a gliding arc
plasmatron (GAP) in CO2 [464]. The CO2 plasma chem-
istry included in this model was again the same as in [10].
In addition, the authors also developed a complete 3D
gas flow and plasma model with simplified argon chem-
istry, to evaluate the gliding arc evolution in space and
time. Indeed, the CO2 plasma model could only be run in
2D within a reasonable calculation time, so the authors
used the approach of “downgrading” a 3D argon model
into 2D, and compared both, to validate the accuracy of
this method. The difference between the 3D and 2D ar-
gon models was acceptable, so it could be assumed that
the 2D CO2 model also provided a reasonable picture of
the plasma behavior.

Fig. 31 a illustrates the inner structure of the GAP, as
used in the model, with schematic illustration of the vortex
gas flow and artistic view of the arc position. The calcu-
lated 3D gas flow path lines and electron density profile,
are depicted in Fig. 31 b and 31 c. The latter illustrates
the position of the stabilized arc in the center of the GAP
reactor. More details can be found in [464].

This model also showed the importance of including
turbulent heat transfer, to obtain realistic values for gas
temperature. The calculation results for electron temper-
ature and density and gas temperature were compared
with experiments from literature, to validate the model.
The insights obtained in this study allowed to pinpoint
the limitations in the GAP reactor design, such as non-
uniform gas treatment, limiting the conversion, as well as
the development of a hot cathode spot, resulting in severe
electrode degradation. This also allowed the authors to
propose solutions for improvement.

Fig. 32. Schematic illustration of the dual-vortex plasmatron
(DVP) design, with artistic view of the position of the arc
(purple). Adopted from [465] with permission.

Indeed, in a later paper, the same authors proposed
an improved design, called dual-vortex plasmatron (DVP),
applying a similar modeling approach, i.e., combined Navier-
Stokes equations for the gas flow behavior and 3D plasma
model (in argon, for the same reason as above) [465]. This
DVP is a GA plasma reactor with innovative electrode
configuration, to solve the above problems (see Fig. 32).
Indeed, the arc is elongated in two directions, so the gas
residence time inside the arc is prolonged, thereby increas-
ing the CO2 conversion. At the same time, the cathode
spot is actively cooled by rotation of the arc and gas con-
vection. The measured CO2 conversion and corresponding
energy efficiency were indeed very promising. The com-
bined fluid dynamics and plasma model allowed to study
the gas flow and arc behavior in the reactor and to explain
the experimental results.

The same authors also applied the combination of a
3D fluid dynamics model for the gas flow pattern and a
2D CO2 plasma model to an atmospheric pressure glow
discharge (APGD) [466]. In addition, they proposed im-
proved designs based on 3D fluid dynamics simulations
and insights obtained from the plasma model.

Fig. 33 (a) illustrates the basic APGD design, with
a pin-to-plate configuration and simple gas inlet. It gave
rise to an overall CO2 conversion of only 3 – 4.5% (see
Fig. 33 (d)), which could be explained from the model, as
the plasma was confined to the center of the reactor. The
conversion inside the plasma reached 75%, but due to the
limited fraction of gas passing through the plasma, the
overall conversion was much lower. The energy efficiency
was around 30 % (see also Fig. 33 (d)). The authors pro-
posed a modified setup, by employing a vortex flow gen-
erator, and Fig. 33 (b) illustrates the calculated gas flow
path lines in this modified setup. The fluid dynamics simu-
lations revealed that this vortex flow reduces the cathode
temperature due to turbulence, and thus enables opera-
tion at higher power with longer interelectrode distance
(22 mm instead of 18 mm in the basic design) without
melting. Furthermore, the turbulence allowed somewhat
more gas to pass through the plasma. Both effects lead to



L. D. Pietanza et al : Advances in non-equilibrium CO2 plasma kinetics 43

Fig. 33. Schematic illustration of the basic (A), vortex (B)
and confined (C) APGD designs, as well as (D) conversion
and energy efficiency obtained in these setups, at atmospheric
pressure, at three different currents. The plasma power and
corresponding SEI are also illustrated in (D). Adopted from
[466] with permission.

a longer residence time of the gas in the plasma and to a
higher conversion of about 8 % at the longer interelectrode
distance of 22 mm (Fig. 33 (d)).

To further enhance the gas fraction passing through
the plasma, the authors also designed a “confined” config-
uration, based on a ceramic tube with inner radius equal
to the plasma radius, predicted by the model (see Fig. 33
c). A spiral groove in the cathode pin allowed to guide the
gas into the tube and to cool the cathode pin, prevent-
ing it from melting, so that again a higher power could
be used. In this confined design, the plasma fills the en-
tire reactor, and thus all the gas molecules pass through
the plasma, resulting in a higher conversion of up to 12.5
%, i.e., 3 times higher than in the basic APGD and 1.5-2
times higher than in the vortex flow design. On the other
hand, the plasma is now in direct contact with the walls,
causing heat losses and loss of plasma species towards
the walls, resulting in a somewhat lower energy efficiency
than in the basic and vortex flow APGD, i.e., ca. 26 %.
The authors concluded that further improvements could
be made, based on the concept of the confined configu-
ration, in combination with turbulence and reducing the
heat losses towards the walls. This example clearly shows
how combined 3D fluid dynamics simulations and 2D (or
3D) plasma modelling is very useful to guide the experi-
mental reactor design improvements.

10 Conclusions and perspectives

This review article presents both a comprehensive sum-
mary of the knowledge on CO2 plasma kinetics and the
experimental and theoretical results obtained in the last
few years by different European research teams on the ac-

tivation of CO2 in non-equilibrium plasmas under different
conditions.

From an experimental point of view, very diverse mea-
surements have been carried out (molecular beam exper-
iments, swarm analyses, in situ infrared absorption in
plasma discharges, etc.) often by distinct communities de-
pending on the targeted applications (CO2 lasers, space-
craft heat shields design, surface treatment, CO2 recy-
cling, etc.). All these experiments can provide valuable
information and gathering them shows that many data
have been measured on processes involving excited states,
whether they are excited electronic states, vibrationally
excited molecules or radicals (especially atomic oxygen).
General trends can then be identified, such as the dif-
ficulty to keep the CO2 vibrational temperature out of
equilibrium for CO2 partial density higher than 1023m−3.
Despite this extensive literature, several important issues
remain with the currently available experimental data: i)
each parameter measured (density of a species, rate of a
reaction, strength of the electric field, etc...) is measured
in a specific configuration that is very difficult to compare
with other studies, ii) the data on vibrational excitation
are still limited to a low level of excitation, iii) the role
of excited electronic states, in particular CO(a3Π) and
O(1D), on the EEDFs as well as on the vibrational and
chemical kinetics remains too little investigated; iv) the
intense research effort carried out recently on CO2 conver-
sion too often provides only performance parameters (con-
version rate, energy efficiency) without sufficiently mea-
suring some essential properties of the plasma discharges
used (electric field, electron density, vibrational tempera-
tures, etc.). Despite these shortcomings, the recent work
mentioned in this review shows the growing contribution
of model/experiment comparisons, and in particular the
interest of designing experiments specifically dedicated to
validate particular points of the models.

From the modeling point of view, an important mile-
stone in the understanding of CO2 plasma conversion was
represented by the work made by the group of Bogaerts
et al [118, 256, 297] with their simulations based on a de-
tailed 0D global model, including the vibrational kinetics
of the asymmetric mode of CO2 and an extended plasma
chemistry, describing the relevant chemical processes in-
volving both neutral and ion species. On the other hand,
Pietanza et al [269,273,274] reported results of their state
to state kinetics coupled to a time dependent solution
of the EEDF, this approach becoming important when
the EEDF is far from equilibrium, as occurring in dif-
ferent conditions characterizing MW and nano-pulse dis-
charges, even at high gas temperature, in which thermal
equilibrium is generally assumed. Another important step
forward in the development of simulation codes for the
CO2 plasma description was made jointly by the group
of Guerra et al. in collaboration with the experimental
groups of Guaitella et al. and Engeln et al..They described
in a very accurate way the behavior of a DC CO2 glow
discharges at low dissociation conditions, with the inclu-
sion in the model of the first few (approximately 70) CO2

mixed vibrational levels. A systematic mutual step-by-
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step validation procedure of their results allowed to sepa-
rately investigate the role of V-V and V-T transfers [60,
61], e-V excitation [62] and gas heating [63,64]. Two par-
ticularly revealing results of the benefit of a joint model
/ experiment approach are the identification of the best
CO2 dissociation cross section by electron impact for E/N
values below 100 Td [89], and the evidence of the key role
of CO(a3Π) in the ‘back reaction mechanisms ’with O2 at
low gas temperature giving back CO2 [131, 148]. A much
more extended vibrational kinetic model for the CO2 sys-
tem was proposed by Armenise and Kustova [46,277], but
applied to the investigation of the hypersonic entry of ve-
hicles in Mars atmosphere. In their case, however, elec-
trons do not appear in the model (the temperature is not
so high for their generation), simplifying the global ki-
netic description. Under hypersonic flow conditions, the
STS model has to account for all vibrational states in the
stretching and bending modes. The flow dynamics and
heat flux strongly depend on the parameters in the Arrhe-
nius law; using different sets of parameters yields various
dominating reaction mechanisms.

Important input data for kinetic models are electron
impact cross sections and heavy particle rate coefficients.
For this reason, the present review reported an in-depth
analysis of an approach based on numerical scattering cal-
culations, the QCT method (see section 3), relying on the
use of appropriate full dimensional PESs, which in prin-
ciple can provide complete sets of vibrational energy ex-
change rate coefficients for VV and VT energy transfers
involving CO2 and other species and also for vibrationally
activated CO2 dissociation. Examples of QCT calculations
of VV and VT rate coefficients for the CO2-CO2 and CO2-
N2 performed by Lombardi et al. [55,56] were reported. A
focus on the Boudouard collision process [154], important
for the CO kinetics, was also provided, showing the recent
calculations by quantum mechanical approach of its acti-
vation energy. Moreover, an accurate overview of the most
recent available electron impact cross sections sets used for
the EEDF calculations in CO2 plasma kinetic models was
also presented.

All the points mentioned above illustrate the complex-
ity of obtaining an accurate and detailed description of
CO2 plasmas even in 0D. However, in order to get closer
to real systems, it is essential to take into account the im-
portant effects induced on the one hand by the surfaces
in contact with the plasma, and on the other hand by the
sometimes very complex fluid dynamics taking place in
CO2 conversion reactors. The plasma/surface interaction
is generally still poorly understood and a research topic
in itself, especially for relatively high pressures (above a
few mbar). In the case of CO2 plasmas, the vibrational
de-excitation and recombination of oxygen atoms on dif-
ferent materials would require further experimental and
theoretical work. Plasma/catalysis coupling is a special
case of plasma/surface interaction which certainly repre-
sents a promising way for CO2 conversion. The demon-
stration of the singular reactivity induced by plasma on
the surface of catalytic materials exhibiting reaction rates
deviating from the usual Arrhenius laws, as well as the

fundamental role of the charges deposited on the surface
on the adsorption/desorption processes and the initiation
of the plasma filaments themselves, are among the recent
results of the groups of Aquilanti et al and Bogaerts et
al which illustrate the key role of surfaces on the plasma
dynamics.

The present review has opened the way to new per-
spectives for collaboration among the different modeling
and experimental research groups to improve the accuracy
of the CO2 plasma description. In particular, several open
problems still need to be addressed and could be summa-
rized in the following few points:

1. development of more accurate electron impact cross
sections and heavy particle rate coefficients involving
excited states for both CO2 and CO molecules and
minority species;

2. development of a more complete vibrational energy
level scheme for CO2;

3. design of new experiments and simulations to allow
for joint step-by-step validation procedure in broader
range of conditions.

Concerning the first point, we would like to focus the
attention on two important processes, namely the dissoci-
ation of CO2 by electron impact and the same process by
collisions with heavy particles, which are of fundamental
importance for the description of CO2 dissociation in plas-
mas. After many discussions, the accepted electron impact
dissociation cross section by electron impact from ground
state at low-to-moderate reduced electric fields is the one
proposed at the beginning of plasma chemistry by Polak et
al [206]. This cross section is the best one for reproducing
recent experimental results for conditions characterized by
low excitation regime [89]. However, for higher excitation,
the dissociation cross sections from higher vibrational lev-
els should be included in models. Usually, these cross sec-
tions are calculated starting from the ground state cross
section by using approximated scaling laws or just with a
shift of the threshold energy according to the vibrational
energy of the level. A crucial point is to provide a more ac-
curate description of the dependence of such cross sections
on the excited states (vibrational or electronic). This can
be done by using appropriate quantum mechanical calcu-
lations [236].

Similar observations can be made for the dissociation
process of CO2 by heavy particles, i.e. CO2(v) + M → CO
+ O + M. This process is described by an Arrhenius rate
coefficient, in which the activation energy is corrected by
a phenomenological parameter (α) introduced many years
ago by Fridman and Macheret to describe the decrease of
the activation energy of the process with the vibrational
energy of the involved levels, or by the Marrone-Treanor
model. Also in this case, a robust scattering calculation ap-
proach based on the presented QCT method would be ben-
eficial for calculating the corresponding rate coefficients
with their dependence on the vibrational level energies.
For the CO system, cross sections and their dependence on
the vibrational quantum number are much better known
than the corresponding values for CO2. As an example,
Laporta et al [244] reported a quantum mechanical cal-
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culation of the resonant dissociative attachment process,
i.e. e + CO(X1Σ+,v) → CO−(X2Π) → C(3P) + O(2P),
showing a large dependence of the process on the vibra-
tional quantum number. However, more theoretical and
experimental studies are necessary to better describe some
processes for the CO system, such as that one involving
the CO(a3Π) state, i.e. CO(a3Π + CO(v=0) → CO(v=0)
+ CO(v=27), in which the electronic excited energy is
converted into the vibrational energy of the CO ground
state, in particular of the v=27 state. This reaction could
in principle pump different vibrational levels of CO with
different effects on the CO VDF.

According to the second point, a more complete vi-
brational energy level scheme for CO2 should be devel-
oped. As already pointed out in the review, the existing
vibrational state-to-state models for studying CO2 acti-
vation by non-equilibrium plasma take into account es-
sentially the pure asymmetric mode levels, adding some
low-lying CO2 bending and symmetric levels. However,
a new paradigm for the vibrational model levels of CO2

should be developed in the future in order to include a
more complete manifold of vibrational levels (depending
also on computer resources) as already done by Armenise
and Kustova [278, 364], but, at the same time, attention
should be addressed to the construction of a coherent ki-
netic scheme in which all the included levels have their
corresponding heavy particle rate coefficients and electron
impact cross sections.

For the third point, until now the systematic valida-
tion between model and experiment could be carried out
almost only in the case of glow discharge thanks to the
great reproducibility and the homogeneity of these dis-
charges. Low pressure glow discharges can still be used as
an ideal benchmark for models in low excitation conditions
since it is fairly reproduced even by 0D calculations. Work
is in progress to cast light into some of remaining questions
involving the CO2 plasma kinetics and evolve towards a
general reaction mechanism for CO2 plasmas. In particu-
lar, ongoing investigation pursues the following axes: (i)
investigation of vibrational energy exchanges within the
complete vibrational ladder of CO2 [467]; (ii) validation
of the vibrational energy transfer rate coefficients for col-
lisions between CO2 and other species, namely CO2-CO
and CO2-O; (iii) influence of impurities such as N2 [94]
and H2O [468] and other admixtures on the CO2 kinetics.
It is also essential to extend the model/experiment com-
parisons to other discharge regimes which requires efforts
from both experimentalists and modelers:

– the basic parameters controlling the plasma proper-
ties (electric field, electron density, gas temperature)
should be measured in different CO2 plasma discharges;

– the inhomogeneity of plasmas discharges studied must
be evaluated by time and space resolved measurement
methods, such as laser induced fluorescence techniques;

– emphasis should be put on model outputs that are
easily measured experimentally, such as attempting to
calculate the radiations from excited electronic states
easily detectable in emission spectroscopy.

It would be particularly beneficial if standardised reac-
tors could be developed to allow more relevant compar-
isons of the experimental measurements made by different
groups, and thus serve more easily as reference for compar-
isons with models. Beyond the measurements performed
in plasma discharges, it would be very valuable to perform
new measurements on elementary processes in molecular
beam and pump probe experiments for instance.

The study of CO2 plasmas has received a great deal
of attention in recent years, largely due to environmen-
tal concerns. However, the scope of this research goes far
beyond CO2 plasmas themselves and can benefit the un-
derstanding of all non-equilibrium plasmas in molecular
gases. Indeed, CO2 is at the same time a complex case
study (triatomic molecule with three modes of vibration,
two of which are coupled, etc.), but on which decades of
research in different communities have made it possible to
accumulate spectroscopic data, reaction rates, and data
on fundamental processes that now allow to explore in de-
tail the energy transfers and complex interactions at play
in a plasma of a triatomic molecule. The tools and meth-
ods developed today for CO2 can undoubtedly be useful
to solve similar problems in cold plasmas in other gases
such as SO2, CH4, NH3, etc.. Vibrational excitation is a
key feature of any cold plasma in a molecular gas. Achiev-
ing a detailed description of vibrational phenomena and
their coupling with electronic and chemical phenomena in
the test case of CO2 will open the door to many areas of
plasma chemical synthesis as well as studies in planetology
and astrophysics.
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