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Modeling of the formation and transport of nanoparticles in silane plasmas
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The behavior of nanoparticles in a low-pressure silane discharge is studied with the use of a self-consistent
one-dimensional fluid model. Nanoparticles of a giyprescribegl radius are formed in the discharge by the
incorporation of a dust growth mechanism, i.e., by including a step in which large aypisally Si,H>s),
produced in successive chemical reactions of anions with silane molecules, are transformed into particles.
Typically a few thousand anions are used for one nanoparticle. The resulting particle density and the charge on
the particles are calculated with an iterative method. While the spatial distribution and the charge of the
particles are influenced by the plasma, the presence of the nanoparticles will in turn influence the plasma
properties. Several simulations with different particle radii are performed. The resulting density profile of the
dust will greatly depend on the particle size, as it reacts to the shift of the balance of the different forces acting
on the particles.
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[. INTRODUCTION In this paper we report on a study of the formation and
, i behavior of nanopatrticles in a silane discharge, by means of
Radiofrequency powered plasma enhanced chemical Vaymerical simulations with a one-dimension@dD) fluid
por depositionPECVD) is often used to deposit hydrogen- model. In our previous growth studi§s,8] we have already
ated amorphous silicofe-Si:H) thin films, which are ap- confirmed that the negative ions clearly play an important
plied in solar cell technology and for the manufacturing ofrole in the dust formation, as successive reactions of anions
flat panel display$1,2]. When changing plasma conditions, with silane appear to be the main growth mechanism. Hence,
in order to achieve a higher deposition rate, dust formation irparticle formation and growth are often linked to the pres-
the gas phase is observed. Management and avoidance of thiece of negative ions in the rf discharge, which have long
formation of these particles in the so-called dusty plasmasesidence times in the plasma, as they are electrically con-
was initially the main concern. In the microelectronics indus-fined by the plasma sheaths. So far we have mainly focused
try, for example, the occurrence of dust particles in plasm#n the nucleation phase, i.e. the initial step of particle forma-
devices can cause irremediable def¢8isas the feature size tion, and have therefore incorporated anions containing up to
of the integrated circuitry elements is rapidly decreasing@ maximum of twelve silicon atoms in our modiH,

More recently, however, it has been shown that the producWith n<12). ) _
tion process of solar cells could in fact benefit from the in- . Here we address the formation of sub-micrometer par-

corporation of nanocrystalline silicon particles in tae  ficles (ranging in size from 10 to 100 nm diameieand
Si:H matrix [4]. Deposition conditions close to powder for- teir influence on the discharge. In existing models, investi-
mation result in a material with improved properties, as bot afions have so far focused on the charging of dust particles

an increase in lifetime and efficiency is obserygg]. These 9-11, transport phenomerténcluding the forces acting on

so-called polymorphous silicon films prove to be a new po the particles[12,13 and plasma-particle interactioftss, 19
. polymorp . pro - PO%in undisturbed plasmas. To incorporate another important as-
tential candidate for the production of high efficiency solar

s, H the f " q th of ticles | ect, i.e., the influence of dust on the discharge, the model
cells. nence, the formation and growtn of NANOPAarticies IS q,, 14 account self-consistently for the coupling between par-
critical issue in many industrial applications. Therefore, it is

. : ticle behavior and changes of the plasma properties. Akdim
essential to understand the growth, charging and transport & al. [16] developed a self-consistent model for a dust con-
these particles in order to minimize or eliminate undesirabl

aminants in th iconductor technol but al t‘:‘iaining radio frequency discharge, but have not considered
con ?mlnan s n fe semlcortw_ ucdor _ecblno olgy, u azo e formation mechanisms of the dust. So far none of the
create new ways for generaling desirable, plasma-proouceg, ¢, meq studies on particle behavior have taken the nucle-

partlc[es for enh_anced f|lm propertle.s. Up_to now, only a f.eWation or the growth kinetics of the dust particles into account;
experimental diagnostics are nonintrusive and especiall

. : T ; s }Snly separate investigations of particle formation have been
sma(ljl_f(:_ustl part(ljcles n thehmltlal ?tf‘ge of par_;tllctlje flg)r:natlohn erformed[17,18. An important extension compared to the
3ret It |cu|F t(')t ?tﬁ]Ct' as f %%artlc est_carjrﬁtl fe elow td- odel of Akdim et al. is that we have made a coupling

etection imit of the applied diagnostic. Theretore, a Moty yean the nucleation of small dust particiggically up
eling approach can assist to elucidate the reaction mech

nisms and the Processes occurming in the aas phase % Si;,H55) and the formation of nanoparticles with a given
P 9 gasp ' prescribed radius. Thus, the nanoparticles simulated in the

model are not simply injected from outside the plasma, but
are gradually grown due to a series of chemical reactions in
*Electronic address: kathleen.debleecker@ua.ac.be the gas phase, better known as gas phase polymerization.
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The presence of dust particles in a plasma can greatlgollisions, including ionization, dissociation, excitation, at-
modify its properties and the particles generally acquire aachment, and recombination of electrons with ions on the
charge(typically negative. Here the nanometer-sized par- nanoparticle’s surface is included. For every electron-neutral
ticles are of special interest, as it has been shown that undegaction, the reaction rate coefficient is computed as a func-
certain conditions small nanoparticles can somehow escagimn of the average electron energy by calculating the elec-
from the discharge and be deposited into the growing filntron energy distribution functiofEEDF) using the Boltz-
[19]. In particular, we will focus on the formation of nano- mann equation in a two-term approximation. No energy
particles with certain radii and look at some fundamentabalance is included for the ions, the neutrals and the nano-
aspects, such as their specific density profile, their charggarticles. The energy dissipated by the ions is only accounted
and the influence of the different forces acting on the parfor in the overall energy balance of the discharge, where a
ticles. In a last paragraph we also look at the temperaturpreset total consumed power is specified. A more elaborate
dependence of the nanoparticle growth. description of the different fluid equations can be found in

First, a general overview of the model is given in Sec. Il.Ref. [20].

Besides the description of the fluid model, the behavior of For the discretization of the balance equations the
the dust particles in the plasma is described, with emphasiScharfetter-Gummel exponential scheme is applied. The time
on the charging mechanism, and the various forces acting astep within an rf cyclg50 MHz) is set to 2.5 10 s (i.e.,

the dust particles. The coupling mechanism of the nucleatiothe rf cycle is divided in 80 time stepsin order to avoid

and the nanoparticle formation is also briefly surveyed. Thenumerical instabilities. Convergence of the fluid model is
simulation results of the nanoparticles are presented in Seeeached when the relative changes of the discharge param-

[1l, followed by the conclusions in Sec. IV. eters between two succeeding rf cycles are less thah 10
For more information concerning the applied numerical tech-
1. MODEL DESCRIPTION niqueS and algorithms we refer to R@I_’L]
The same fluid model for a ‘standard’ silane plasiine.,
A. General overview of the fluid model without the inclusion of dust formatiorhas already been

In order to describe the nucleation of small dust particlextensively tested with experimental results and good agree-
and the processes occurring in the reactive silane plasma,™&ent between modeling and experimental results was ob-
large amount of chemical reactions and species have to gained[20].
introduced in the model. Under these circumstances, the fluid
model is generally considered to be the best approach. We do B. Implementing nanoparticles in the fluid model
not reach very low pressures, where the mean free path be-
comes comparable to the electrode separation and DSMC The anionic pathway is generally believed to be the most
methods are required. The charging of the dust is a stochastitable route for the generation of dust particles in silane plas-
process that does require a kinetic approach to study its denas[22-24, as the anions are electrostatically trapped by
tails. This is however beyond the scope of this paper, wherghe ambipolar potential in the plasma bulk. The long resi-
chemistry is the main issue. dence time of the negative ions in the plasma, favours their

In the 1D fluid model, applied in this study, the particle further growth, and makes them good candidates to trigger
balances, the electron energy balance and the Poisson equeticle nucleation. Consequently, they can easily undergo
tion are solved numerically on a uniform mesh containingpolymerization reactions, which will ultimately lead to the
128 grid points. The electric field is calculated from the Pois-formation of nanometer and micrometer sized particles. Fur-
son equation, which is coupled to the balance equationghermore, mass spectra, measured by Hollensteal. [25],
making the model fully self-consistent. For every spegies show a good correlation between the anions and particle for-
(electrons, ions, radicals, molecules, and nanoparjices mation.
density balance equation is taken into account. The momen- In our model dust is primarily formed by successive reac-
tum balance equation is in this case replaced by the drifttions of anions with silane moleculg¢ground state and vi-
diffusion approximation[20] and consists of two separate brationally excited silane sﬁgr‘“ and Sil—[ll_?’) molecule$
terms, a drift and a diffusion term. Since the ions can no{8]. The earliest stages of particle formation start primarily
follow the instantaneous electric field, an effective electricfrom the anions Sigland SiH, principally formed through
field is used. By adopting this effective electric field the in- the electron induced dissociative attachment of ,SiH
ertia effects of the ions are taken into account. For the neutral
specieqradicals and moleculgsthe flux equation reduces to SiH,+€ — SiH, +H,, (x=2o0r3 (1)
the diffusion term only, as the neutral species do not feel the
influence of the electric field. qu the nanoparticles, the ﬂu}\/vith over 70%
equation becomes more complicated, because these specie
are also affected by other forcésee below, Sec. Il D Fi-
nally, an energy balance is included for the electrons. Th
electron energy density.e. the product of the electron den-
sity and the average electron energg calculated self-
consistently from the second moment of the Boltzmann o ) S
equation. The loss of electron energy due to electron impact SinHzn41 + SiHg — SinaHoneg + Ha, (2a)

leading to the formation of SjH

Stwo  different pathways, starting from either Sitbr
SiH,, can be distinguished and lead to the growth of larger
Silyl (SiH,.,) and silylene(SiH;,) anions, respectively,
due to successive anion-Sjtgolymerization reactions,
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SigHzn + SiHy — Siys1Hon.o + Ho (2b) 2 [ KeTe p( eVi )
le=4mrgen\/———exp — |, (4)

at a rate constant of the order of #m? s, In addition to 27 kgTe
ground state silane molecules, reactions with vibrationally
excited silane molecules, formed by electron impact orwhereng; is the electron(positive ion density, e the el-
ground state Sil i.e. Sil—ff“‘), at 0.113 eV, and Sifrs), at  ementary chargekg the Boltzmann constanT,y;, the elec-
0.271 eV, are also considered in the fluid model. These retron (positive ior) temperaturem, the ion massm, the elec-
actions can in fact enhance the kinetics of the clusteringron mass, and/; the floating potentiakacquired by the
mechanisn{8]. nanoparticle relative to the surrounding plagnide floating

Since it is not possible to describe in detail the plasmgpotential of the nanoparticle is assumed to be constant during
chemistry for an unlimited number of plasma species, bottan rf cycle, as the currents towards the nanoparticle’s surface
pathways are stopped in the model at anions containing 13re too small to change the charge significantly during an rf
silicon atoms, leading to the formation of ;&5 and  cycle[16]. In the plasma sheaths near the electrodes the ions
SijH>, respectively. In order to simulate the further nano-obtain a drift velocityv; due to the electric field. Therefore,
particle’s growth, we have introduced a step which immedikgT; in Eq. (3) is replaced in the model by the mean energy
ately transforms these large anio@sostly Si,H,s), into  E;; see Ref[16].
nanoparticles of a given radius. Hence, instead of introduc- By equating .=1; [Egs.(3) and(4)], the floating potential,
ing an anion-silane reaction for ;§t,5 and Sij,H,, which v, and consequently the equilibrium char@g=4mer 4Vy
would lead to the formation of silicon hydride anions con-on the nanoparticle can be found. Hence, it seems that the
taining 13 silicon atomge.g., S{;H,5+SiH,— SijgH,,+H,  charge on a spherical nanoparticle is proportional to its
at k=10 m3s™), we have used the production rate of radius.
these species as the source term for the formation of nano- The additional complication of stochastic fluctuations su-
particles with a certain prescribed radius. As will be shownperimposed on the equilibrium charge of the nanoparticle, is
in Sec. Ill, several simulations are performed where thenot taken into account. These fluctuations are a consequence
nanoparticle radius is varied between 10 and 100 nm. Hencef the random nature of the collection of electrons and ions
for every simulation the radius of the nanoparticles is givenon the nanoparticle’s surfageollection occurs at random
whereas their charge and density and flux are calculated witimes and sequenced his effect will, however, be reviewed
an iterative methodsee belowy. at a later stage.

Note, however, that the recombination of ions and elec-
trons on the dust particle’s surface is taken into account, by
Nanoparticles immersed in a plasma become charged byieans of a recombination raf&6], and represents an addi-
collecting plasma ions and electrons. In absence of any raional important loss mechanism for the electrons and ions

diative environment, the particles typically acquire a negaresiding in the plasma.

tive equilibrium charge, as the thermal speed of the electrons
by far exceeds that of the positive ions. The magnitude of the
negative charge on a nanoparticle will strongly depend on

the particle size and the plasma conditions. This negative once we have obtained the charge on the nanoparticle’s
charge will also be responsible for the confinement and congrface, we are able to calculate the electrostatic force ex-

sequently longer lifetimes of such particles in the plasma. grteq by the electric fiel& on the particle. Daughertgt al.
The (averagg charge on a nanoparticle is obtained from [27] derived the following expression,

the balance between the electron and positive ion currents

towards the particle’s surface. The anions, although abun- (r/n, )2

dantly present in the plasma, do not contribute to the current Fo= QdE<1 + #)

balance, as the negative ions do not have enough kinetic 3(L+rg/Ny)

energy to overcome the negative floating potential of the dust

particle. For a spherical nanoparticle with radiys the  whereQy is the charge on the nanoparticke|s the electric

Orbital-Motion-Limited (OML) probe theory[26] can be field and \_ is the linearized Debye length. Generally, r

used to describe the charging currents. The OML theory is<\;, making the expression between brackets approxi-

only valid if rg<<\_, wheren =[(1/\g)%+(1/)\)?] Y2 is the  mately equal to 1 and the electric force on the particle is then

so-called linearized Debye length, which is a combination ofgiven by

the electron Debye length=(e.kgTo/ N2, and the ion

Debye length;. Fo= Q4E. (6)
Assuming Maxwellian energy distributions for electrons

and ions, the positive ion and electron currents hitting therpjs electric force will be responsible for the confinement of

particles can be described py6] negatively charged dust particles in the discharge region and

C. Charging of the nanoparticles

D. Forces acting on the nanoparticles

©)

) keT: A is usually a dominant force for small nanoparticles.
li=4mrgen Py~ l—ﬁ (3 A second force, which can significantly affect the dust
i B particle’s transport is due to gravitation. For a spherical par-
and ticle the gravitational force can be written as
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4 3213 57 dT,
F.=—-mrp., 7 =___d< =21 - ) ~gas
g= 3™ dPdd (7) Fin 150, 1+ 32(1 @) | Kt ax (12)

wherer is the nanoparticle’s radiugy is the mass density with v, the average thermal velocity of the gas. The thermal
and g the gravitational acceleration. For amorphous siliconagccommodation coefficienty, is taken equal to 1 ane;

pq is about 2.1x 10° kg/m® [16]. The gravitational force is represents the translation part of the thermal conductivity.
proportional to the particle mass. In the case of sub- The expression for the flux of the nanoparticles is ob-
micrometer partiCleS, the gravitation can be negIeCted, as th%”’]ed by assuming that the neutral drag force, which is con-
influence of other forces, such as the electrostatic force, argidered here as a friction force, balances the sum of all other

much stronger for particles smaller than a few micrometersforces. Using the expression of the momentum loss fre-
A third force, the neutral drag force, results from colli- quency,

sions with neutral gas molecules and causes a momentum
transfer from the neutral gas to the nanoparticles. Using the - p SkaT
. . . _ tot 2 B 'gas
kinetic gas theory, the neutral drag force can be approxi- Vmd= V2k T g (13
mated by[28] Blgas My

and the mobility and diffusion coefficient,

4
Fo= = 3 7 dMMywin(vg = vn), ®
_ Qq
, e M=, (14)
wheren, is the neutral gas number density, is the mass of MyVmd
a neutral moleculey, the velocity of the gasyy the drift
velocity of the particle, andy, the average thermal velocity KeTgas
of the gas. Advection of the gas is not included in the present Dy = pg— 25 (15
model (v,=0), which means that the neutral drag force will Qq
only act as a damping force on the velocity of the nanopary it giffusion expression for the flux of the nanoparticles
ticles. , is obtained[16],
A second important drag force that acts on the nanopar-
ticles is the ion drag force. It is caused by the momentum dny Ny NgMvs
transfer from the positive ions to the nanoparticles driven by I'y=— wgngEest—Dg—— - —g+ > =
the electric field. This force consists of two components: the dx g Md¥md
collection and the orbit force. The collection force represents 32 ngrd dT
the momentum transfer of all the ions that are collected by X (42,1 + mb)T; - E%KT—diis- (16)
the particle. Each impinging ion transfers its original mo- Me¥md’tn
mentum,mu;, making the collection force equal {d2] As a result, the nanoparticles can be treated with the same
Fi°=7rb§nivsmivi, ) nmuorgzlr.|cal procedures as the other charged species in the
whereuy is the mean speed of the positive ions dndhe As the_ drift velocity and the diffusion coefficient (_)f_ the
collection parameter. nanopartl_cles are much smaller than_those of the positive and
The second component, the orbit force, is given[bg] nt_agatlve_ ions an_d the eleqtrqns, a different calculation cycle
with a different time step is introduced for the computation
F?:4Wbi/2rnivsmivi. (10) of the density and the charge of the nanopartid&§].

Hence, first the transport equations of the ions, electrons and
whereb,, is the impact parameter that corresponds to thehe Poisson equation are solved during a number of rf cycles
deflection angler/2 and (i.e., the first calculation cycje during which the nanopar-

by s ticles do not move. During the second calculation cycle, the
r= 1 In()\" + bw,2> (11) transport equation of the nanoparticles is solved with a
2 b§+ bi/z greater time step, using the time averaged electric field, and
electron and positive ion fluxes. This causes, however, the
is the Coulomb logarithm. The orbit force is caused by posi-creation of space charge regions, as the electron and positive
tive ions that do not reach the particle’s surface, but transfeion densities do not change. These space charge regions will
their momentum by Coulomb interactions. lead to instabilities in the solution of the Poisson equation
Finally, the thermophoretic force can be induced by theand the electron transport when switching back to the first
existence of a gas temperature gradient in the disciiatge  calculation cycle. Therefore, the artificially generated space
due to heating/cooling of the electroglelflore momentum is charge regions are corrected by adapting the positive ion
transferred from gas molecules in the hotter area to the nanaensity distributions prior to the next series of rf cycles, in
particles in comparison to gas molecules in colder regions ofvhich the nanoparticles are stationary and the ion and the
the plasma. Hence, the nanoparticles experience a net foregdectron density profiles adapt themselves to newly calcu-
in the direction of -V Ty,s The thermophoretic force is given lated density profile of the nanoparticles. By adopting this
by [29] method a smaller computational effort is required.
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position (cm)
0.0 4 . .
00 05 1.0 15 20 25 30 FIG. 2. Calculated electric forcé,), ion drag(F;), and net
position (cm) force (Fpep acting on nanoparticles of 10 nm. The electric and net

force are indicated by a solid line; and the ion drag force by a
FIG. 1. Computed normalized nanoparticle densities as a funcedashed line. The direction of the forces is indicated by left and right
tion of position in the plasma. The curves of 50, 75, and 100 nm ar@rrows.
divided by a factor of 2, 4, and 10, respectively, in order to fit all the

data on the figure. in trapping of the nanoparticles in some well defined regions

of the discharge.
IIl. RESULTS AND DISCUSSION

In this section the results obtained with the 1D fluid B. The different forces acting on the nanoparticles

model are presented. The simulated silane discharge is char- Since no thermophoretic force is applied and the force
acterized by two parallel plates separated by a gap of 2.7 cngjue to gravity is negligible for such small particles, the nano-
at a pressure of 40 Pa, a power of 5 W, a driving frequencyarticles of a certain size will accumulate where the electro-
of 50 MHz, and a gas temperature of 400 K. No heating ofstatic and the ion drag force balance. Indeed, we have as-
cooling of the electrodes is incorporated in the presentumed that the neutral drag force only acts as a damping
model, hence the thermophoretic force is neglected. In aforce and hence is in equilibrium with the sum of all other
calculations the input gas flow of silane is set at 20 sccmforces, which means in practice, that it is equal to the net
The only parameter that is varied is the size of the nanopaforce resulting from the balance of the electrostatic and the
ticles (between 10 and 100 nm in diameteDnly in the last  jon drag force. This assumption concurs with the proposal of
simulation the gas temperature is varied between 293 K angarneset al. [12] and Sommereet al. [30], who argue that
500 K in order to be able to investigate the temperature dethe transport of small particles is actually dominated by two
pendence of the nanoparticle growth. The result is shown gbrces, the electrostatic and the ion drag force. The electro-
the end of this section for particles of 10 nm in size. static, the ion drag force and the resulting net force are plot-
ted as a function of position in Fig. 2 for a particle of 10 nm.
It is clearly demonstrated that the forces on the particles are
very sensitive to the location within the silane discharge. In
Figure 1 shows the calculated normalized density profileshe sheath regions near the electrodes, where large electric
of the nanoparticles, at the conditions discussed above. Eadields are present, the electrostatic force far exceeds the ion
plot represents a separate simulation, where the productiairag force. Hence, the electrostatic force will accelerate the
rate of species with more than 12 silicon atoms leads to theegatively charged nanoparticles to the center of the dis-
formation of particles of 10, 20, 30, 40, 50, 75 or 100 nm,charge, where the potential is usually most positive, and to-
respectively. In the present simulations no steady state can bally dominates the net force. However, in low electric fields,
achieved, as the nanoparticles continuously build up in timeas in the plasma bulk, the ion drag force can in some cases
Obviously, at any given time the growth of larger nanopar-exceed the electrostatic force, and accelerates the nanopar-
ticles will be less extensive compared to that of smalletticles in the direction of the net positive ion flux, which is
nanoparticles, therefore normalized density profiles argenerally towards the plasma boundaries.
adopted. Figure 1 clearly shows that the resulting density To visualize this effect we need to focus our attention to
profile greatly depends on the nanopatrticle’s size, as it reactshat happens in the bulk of the discharge. Therefore, only
to the shift of the balance of the different forces acting on thepart of the electrostatic, the ion drag force and the resulting
particles. For nanoparticles up to 30 nm, the density profilenet force are presented in Fig. 3, i.e. the part between 0.5 and
exhibits a maximum in the bulk of the discharge between the.2 cm. We have calculated the forces for 4 specific cases,
two electrodes, whereas the profile of larger nanoparticleeamely for particles of 10, 30, 50, and 100 nm, repectively.
tends to move towards the boundaries of the plasma, thereliyor comparison, the normalized density profile is also repre-
diminishing its concentration in the center of the dischargesented in each plot by a thin dotted line. Each of the forces
Hence, the competition between the different forces resultbas a different power-law dependency on the particle radius

A. Density profiles of the nanoparticles
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FIG. 3. Calculated electric fordé ), ion drag forceF;), and net forcéF o) acting on nanoparticles ¢4 10 nm;(b) 30 nm;(c) 50 nm;
and(d) 100 nm. The forces are only shown in the bulk region of the discharge, i.e., between 0.5 and 2.2 cm. The direction of the net force,
represented by a solid line, is indicated by left and right arrows. The normalized density profile is also shown: thin dotted line, right axis.

(see equations Sec. I)Dmeaning that the dominant force than 30 nm the forces balance further to the boundary of the
will change as the particle becomes larger in size. plasma, thereby trapping the particles in some well defined
For particles of 10 nnjFig. @], it appears that the elec- regions near the sheaths, whereas in a similar fashion par-
trostatic force remains the most dominant force even in theicles smaller than 30 nm are forced to the center of the
center of the discharge. Hence, the particles are forced to thdischarge. So, under the present conditions it seems that the
center of the plasma, where the particle density profile exion drag force only becomes a dominant force for particles
hibits a local maximunisee thin dotted line which are larger than 30 nm in size.
For 50 and 100 nm particld&ig. 3(c) and Fig. 3d)], the
ion drag force is the most dominant force in the center of the
discharge and moves the particles towards the electrodes un- Figure 4 shows the calculated charge collected on the
til they begin to feel the electric field at approximately 0.6 nanoparticle’s surface as a function of position in the plasma
and 2.1 cm for a 50 nm particle, and 0.5 and 2.2 cm for dor various sizes of nanoparticles. The charge distribution for
100 nm particle, respectively. At this point the electrostaticeach nanoparticle size is calculated using the OML theory, as
and the ion drag forces balance each other and the densityas explained above. Every charge profile seems to vary
profile shows a pronounced maximujsee peaks in Figs. significantly depending on the local electron and ion densi-
3(c) and 3d)]. ties and the electron temperature. Near the electrodes, in the
The density profile of 30 nm particles exhibits some pe-sheaths, few electrons can be found, resulting in a sharp de-
culiar behavior due to the action of the different for§Egy.  crease in the nanoparticle’s charge profile. In the pre-sheaths
3(b)]: although the electric force still forces the particles tothe electrons are accelerated by the electric field and they
the center of the discharge, where a local maximum is athave sufficient energy to overcome the repulsive Coulomb
tainedsee thin dotted ling the particles also begin to feel force caused by the similar charge on the nanoparticle’s sur-
the ion drag force, which results in this specific density pro-face. This results in a high charge on the nanopatrticles. In the
file with shoulders near the sheaths. plasma bulk, however, the electrons have more difficulty to
In conclusion, it is clear that the ion drag force scalesovercome the repulsive Coulomb force, due to their lower
more strongly with the radius of the nanoparticles in com-electron energy. Hence, the charge on the nanoparticle is
parison to the electric force. Therefore, for particles largemuch lower in the center of the discharge.

C. Charge on the nanoparticles
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FIG. 4. Calculated charge on nanoparticles of 10 to 100 nm in FIG. 6. Calculated evolution of the growth of 10 nm particles at
number of electrons as function of position in the gas discharge. different gas temperatures.

e.0., 10 nm have a charge of 32 electrons, whereas most
00 nm particles can hold as much as 1600 electrons, ac-
ording to the calculations with the standard OML theory.
This result is higher than expected, suggesting that the OML
theory maybe overestimates the charge of particles in the
panometer range.

Figure 4 evidently suggests that if particles want to escap
from the discharge they will have to overcome the maximu
negative charge located in the presheath. Note that only ne
tral and positively charged particles will be able to escape
from the discharge, by either diffusion or drift, respectively,
and can be deposited in the growing film, whereas negativ
particles are repelled by the electric field. Hence, particles
with a small negative chargén the order of one or two D. Effect of gas temperature on nanoparticle growth
negative charggscan be neutralized or positively charged,
but particles with larger negative charges remain trapped in In order to investigate the temperature dependence of the
the discharge by the ambipolar potential. Under the presenmtanoparticle’s growth, we have performed several simula-
conditions it seems that even particles of 10 nm will not betions at different gas temperatures ranging between 293 K
able to leave the discharge. It can also be seen that an imnd 500 K. The results are plotted in Fig. 6 for nanoparticles
crease in nanoparticle size results in a higher negative chargég 10 nm. The number density represented in the plot refers
on the nanopatrticle’s surface. to that of the center of the discharge, where the density pro-

For clarity, Fig. 5 shows the number of electrons perfile attains a local maximunisee Fig. 1 Note that we are
nanoparticle at the position in the discharge where mosinterested in the difference of particle growth at different gas
nanoparticles are present, i.e., where the maximum occurs iemperatures, rather than the absolute values of the number
their density profile(see Fig. 1. Note that the charge rises density. Indeed, since we have included a step which imme-
dramatically for increasing nanoparticle size: small particlediately transforms particles containing twelve silicon atoms

into particles of 10 nm, the growth of the particles is only
1600 approximated here and might be faster than the actual growth
rate in experimental setups.

To account for the influence of the gas temperature, the
mobility and diffusion coefficient of every species is recal-
culated in our model at each given temperaflird&Reaction
rate constants in the nucleation modste Ref.[8]) that
involve a temperature dependence are also readjusted to the
specific temperaturd, including the deexcitation of vibra-
tional excited silane molecules. Figure 6 clearly shows that
the growth of the nanoparticles is affected by the gas tem-
perature: the higher the gas temperature, the lower is the
nanoparticle density after a certain time of growth. This
means that the growth rate is lower at higher gas tempera-
tures, which corresponds to a delay of the particle growth.

0 0 nanop‘;‘gtide Sizg"(nm) s 100 This phenomena has also been observed in the experiments
of Boufendiet al. [31], where the appearance of visible dust

FIG. 5. Computed number of electrons per nanoparticle as @articles is delayed at higher gas temperatures. At room tem-
function of nanoparticle size at the position in the discharge wher@erature small particles appear almost immedigiedy, after
most nanoparticles are present. a few millisecondg while at 500 K it will take more than

1200

800

400

number of electrons (e)/nanoparticle
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10 s after ignition of the rf discharge before some dust parthe center of the discharge. Larger nanoparticles will experi-
ticles are observef31]. ence the ion drag force and are pushed towards the reactor
Several possible explanations for the delay of particleboundaries until the force is balanced by the the force due to
nucleation have been proposgP]. In our previous model the electric field. This leads to the trapping of the nanopar-
we have already argued that both the temperature depetieles in some well defined region of the plasma.
dence of the mobility and diffusion coefficients, as well as  The charge on a nanoparticle has also been calculated, by
the faster vibrational relaxation will probably play an impor- means of the OML theory. Due to their large negative charge,
tant role[8]. Hence, increasing the gas temperature can irespecially large nanoparticles will remain trapped in the dis-
fact be a very effective method for suppressing the dust foreharge. Fluctuations on the particle’s chafgspecially im-
mation in applications where the nanoparticle formation isportant for small nanoparticlesre at this point not taken
not desired. into account in the model, but this effect will be added in a
later stage.
Finally we have shown that the nanoparticle growth ex-
IV. SUMMARY AND CONCLUSIONS periences an obvious delay when the gas temperature is in-
fcreased, which concurs with the experimental results ob-

In this article we report on the growth and transport of = .
P d p \;éuned by Boufendet al.

nanoparticles in a low pressure silane discharge. We ha
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