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#### Abstract

Coupled electron-hole states are realized in a system consisting of a combination of an electrostatic potential barrier and ring-shaped potential well, which resembles a circular dipole. A perpendicular magnetic field induces confined states inside the Landau gaps which are mainly located at the barrier or ring. Hybridizations between the barrier and ring states are seen as anticrossings in the energy spectrum. As a consequence, the energy levels show an oscillating dependence on the electrostatic potential strength in combination with an oscillating migration of the wave functions between the barrier and ring. At the anticrossing points the quantum state consists of a mixture of electron and hole. The present system mimics closely the behavior of a relativistic dipole on gapped graphene.
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## I. INTRODUCTION

The experimental observation of graphene $[1,2]$ as a stable two-dimensional (2D) system together with its interesting electronic properties [3] has attracted a lot of attention. However, the gapless nature of the spectrum together with the linear spectrum has drastic consequences for the charge carriers in graphene: charge carriers cannot be confined by an electrostatic potential as shown by the Klein tunneling effect [4]. Controlling the charge carriers in graphene is, however, essential for future electronic applications of graphene.

One possibility to control the charge carriers in graphene is by confining them in quantum dots. This can be done, for example, by cutting out a finite-size flake of graphene which naturally confines the charge carriers [5-8]. However, it was shown in both theoretical and experimental studies that the nature of the edges of the finite-size flakes drastically alters the energy spectrum [8]. Since the edges are difficult to control experimentally, this poses major challenges regarding future applications.

However, in Refs. [9-11] another possibility to control the charge carriers in graphene has been demonstrated. Here it was shown that by combining an electric and magnetic field a highly tunable quantum dot can be created. The magnetic field quantizes the energy spectrum and thus creates Landau gaps between the Landau levels. Using a nonhomogeneous electrical potential, one is able to induce localized states that are inside those gaps. The high degree of tunability of this type of dot system, together with the absence of edges, makes it very promising for the use in future electronic applications of graphene (for example, in quantum information and quantum computing [12]). Furthermore, recent experiments [13-16] have demonstrated its high degree of tunability.

Coupling between quantum dot states is important to understand because of their potential use for promising applications in quantum information and optoelectronics [17], [18]. Studying the coupling between two lateral quantum dots [19] is impossible analytically due to the breaking of angular symmetry. In this paper, we consider an electrostatic potential barrier and ring (see Fig. 1) that are combined in a dipolelike configuration. By applying a perpendicular magnetic field it is possible to realize confinement in either the potential barrier and/or ring. We show that by tuning the magnetic and electric fields, electron and hole states located at either the potential ring or barrier can be coupled. This coupling is highly tunable by the external fields, which paves the way toward the experimental study of magnetoelectrostatic confined coupled graphene quantum dots. Furthermore, we show that the general behavior of the spectrum and probability densities closely mimics the behavior of a relativistic dipole, hence, our proposed system can provide a platform to study relativistic dipole physics.

By using step potentials and the circular symmetry of the system we are able to obtain formal analytical expressions for the energy spectrum and wave functions. Note that studying the interaction between two lateral quantum dots usually requires breaking angular symmetry which prevents exact analytical solutions.

The paper is structured as follows. In Sec. II we present the analytical model with expressions for the wave functions and the nonlinear equations that determine the energy spectrum. In order to understand the coupling between the circular quantum barrier and the ring-shaped well, we first consider both potential structures separately in Sec. III. The combination of a potential barrier and ring is studied in Sec IV. In Sec. V we present the main conclusions of this work.

## II. ANALYTICAL MODEL

In this section we present our system and derive the equations governing this system, the energy spectrum, and wave functions.
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FIG. 1. Schematic representation of the dipolelike ring system, i.e., a circular potential barrier in the center of height $V_{b}$ and a ring potential well of depth $-V_{r}$. For the shape of the potential well and barriers we opt for constant piecewise step potentials which allow for analytical solutions. A magnetic field is applied, suppressing the wave functions at larger distances.

## A. Model

We consider a dipolelike structure created by a potential barrier surrounded by a potential well ring. We apply a magnetic field in order to create controllable confined states. A schematic representation of our system is given in Fig. 1. The potential barrier has a height of $V_{b}$ and radius $a$. It is surrounded by a ring-shaped potential well with inner radius $b$, depth $V_{r}$, and width $c-b$.

Depending on the strength of the magnetic field and electrostatic potentials, interaction between wave functions located inside the ring and barrier will occur. In the next subsections we will present analytical details of the solutions. First, we will consider the potential barrier and ring separately and subsequently we will couple the two systems.

## B. Differential equations and solutions

We will work within the continuum model. The DiracWeyl Hamiltonian for low-energy charge carriers in graphene,
in the presence of a perpendicular magnetic field, is given by

$$
\begin{equation*}
H=v_{F}(\boldsymbol{p}+e \boldsymbol{A}) \cdot \boldsymbol{\sigma}+V(r) \cdot I \tag{1}
\end{equation*}
$$

Here, $V(r)$ is an arbitrary radially symmetric electrostatic potential, $\boldsymbol{\sigma}$ are the Pauli matrices, and $\boldsymbol{A}=B / 2(-y, x, 0)$ is the vector potential in the symmetric gauge. In this work we will consider $V(r)$ as being a stepwise potential. The energy spectrum is determined by solving the Schrödinger equation $H \Psi=E \Psi$. Due to the circular symmetry we have $\left[H, J_{z}\right]=0$ where $J_{z}=L_{z}+\hbar \sigma_{z} / 2$ is the total angular momentum. This implies that using polar coordinates, the two-component wave function has the form $\Psi=\left(\phi_{a}, \phi_{b}\right)=e^{i m \theta}\left(\psi_{a}(r), e^{i \theta} \psi_{b}(r)\right)$, where $m=0, \pm 1, \pm 2, \ldots$ is the total angular quantum number. Using the latter ansatz the coupled radial equations are given by

$$
\begin{align*}
\frac{V(r)}{\hbar v_{F}} \psi_{a}+\left(\frac{\partial}{\partial r}+\frac{m+1}{r}\right) \psi_{b}+\frac{r}{2 l_{B}^{2}} \psi_{b} & =\frac{E}{\hbar v_{F}} \psi_{a}  \tag{2a}\\
\left(-\frac{\partial}{\partial r}+\frac{m}{r}\right) \psi_{a}+\frac{V(r)}{\hbar v_{F}} \psi_{b}+\frac{r}{2 l_{B}^{2}} \psi_{a} & =\frac{E}{\hbar v_{F}} \psi_{b} \tag{2b}
\end{align*}
$$

Here, $l_{B}=\sqrt{\hbar / e B}$ is the magnetic length and $E$ the energy. Solving Eq. (2a) for $\psi_{a}$ gives the following expression in the case of a constant potential $V(r)=V$ :

$$
\begin{equation*}
\psi_{a}=\frac{\hbar v_{F}}{(E-V)}\left(\frac{\partial}{\partial r}+\frac{m+1}{r}\right) \psi_{b}+\frac{\hbar v_{F}}{(E-V)} \frac{r}{2 l_{B}^{2}} \psi_{b} \tag{3}
\end{equation*}
$$

Substituting the latter expression in Eq. (2b) results in the uncoupled second-order differential equation

$$
\begin{align*}
& \frac{\partial^{2} \psi_{b}}{\partial r^{2}}+\frac{1}{r} \frac{\partial \psi_{b}}{\partial r} \\
& \quad-\left[\frac{(m+1)^{2}}{r^{2}}+\frac{m}{l_{B}^{2}}+\frac{r^{2}}{4 l_{B}^{4}}-\frac{(E-V)^{2}}{\hbar^{2} v_{F}^{2}}\right] \psi_{b}=0 \tag{4}
\end{align*}
$$

This equation has two independent exact solutions given by the following closed expressions for the wave function:

$$
\begin{align*}
F_{b}(V, r)= & 2^{-\frac{m}{2}} e^{-r^{2} / 4 l_{B}^{2}} r^{-m-1} \\
& \times \mathrm{L}\left[\frac{l_{B}^{2}}{2 \hbar^{2} v_{F}^{2}}(E-V)^{2},-1-m, \frac{r^{2}}{2 l_{B}^{2}}\right]  \tag{5a}\\
G_{b}(V, r)= & 2^{-\frac{m}{2}} e^{-r^{2} / 2 l_{B}^{2}} r^{-m-1} \\
& \times \mathrm{U}\left[-\frac{l_{B}^{2}}{2 \hbar^{2} v_{F}^{2}}(E-V)^{2},-m, \frac{r^{2}}{2 l_{B}^{2}}\right] \tag{5b}
\end{align*}
$$

where $L$ is the generalized Laguerre polynomial and $U$ is the Tricomi confluent hypergeometric function. The solution $F_{b}(V, r)$ is regular at the origin $r=0$ while it is irregular at infinity. The other solution $G_{b}(V, r)$ is irregular at the origin and regular at infinity.

The solutions for $\psi_{a}(r)$ can be obtained by plugging the solutions (5a) and (5b) into Eq. (3) giving the following wave functions:

$$
\begin{align*}
F_{a}(V, r)= & \frac{2^{-\frac{m}{2}} \hbar v_{F}}{l_{B}^{2}(E-V)} e^{-r^{2} / 4 l_{B}^{2}} r^{-m} \\
& \times \mathrm{L}\left[-1+\frac{l_{B}^{2}}{\hbar^{2} v_{F}^{2}}(E-V)^{2},-m, \frac{r^{2}}{2 l_{B}^{2}}\right] \tag{6a}
\end{align*}
$$

and

$$
\begin{align*}
G_{a}(V, r)= & \frac{2^{-\frac{m}{2}}(E-V)}{2 \hbar v_{F}} e^{-r^{2} / 4 l_{B}^{2}} r^{-m} \\
& \times \mathrm{U}\left[1-\frac{l_{B}^{2}}{\hbar^{2} v_{F}^{2}}(E-V)^{2}, 1-m, \frac{r^{2}}{2 l_{B}^{2}}\right] \tag{6b}
\end{align*}
$$

## C. Wave functions

In this section we derive the wave functions for the potential barrier, potential ring, and potential dipole system.

## 1. Potential barrier

We consider first a circular potential barrier of radius $a$ and height $V_{b}$. Thus, only two regions are relevant: in region I ( $r<$ a) the solution is given by the wave functions

$$
\begin{align*}
& \psi_{a}^{\mathrm{I}}=\mathcal{A}_{1} F_{a}\left(V_{b}, r\right),  \tag{7a}\\
& \psi_{b}^{\mathrm{I}}=\mathcal{A}_{1} F_{b}\left(V_{b}, r\right), \tag{7b}
\end{align*}
$$

where $\mathcal{A}_{1}$ is an integration constant. In region II $(r>a)$ we have to take the other solution for the wave functions

$$
\begin{align*}
& \psi_{a}^{\mathrm{II}}=\mathcal{B}_{1} G_{a}(0, r)  \tag{8a}\\
& \psi_{b}^{\mathrm{II}}=\mathcal{B}_{1} G_{b}(0, r) \tag{8b}
\end{align*}
$$

where $\mathcal{B}_{1}$ is an integration constant.
The above wave functions have to be matched at the boundary $r=a$, which results into the following wave functions in region I:

$$
\begin{align*}
& \psi_{a}^{\mathrm{I}}=\mathcal{B}_{1} \frac{G_{a}(0, a)}{F_{a}\left(V_{b}, a\right)} F_{a}\left(V_{b}, r\right),  \tag{9a}\\
& \psi_{b}^{\mathrm{I}}=\mathcal{B}_{1} \frac{G_{a}(0, a)}{F_{a}\left(V_{b}, r\right)} F_{b}\left(V_{b}, r\right) \tag{9b}
\end{align*}
$$

In region II we have the following wave functions:

$$
\begin{align*}
& \psi_{a}^{\mathrm{II}}=\mathcal{B}_{1} G_{a}(0, r)  \tag{10a}\\
& \psi_{b}^{\mathrm{II}}=\mathcal{B}_{1} G_{b}(0, r) \tag{10b}
\end{align*}
$$

## 2. Potential ring

Now, we consider the situation where we have only a potential ring of depth $-V_{r}$ with inner (outer) radius $b(c)$. In this case, we have three regions. Region I is defined as $r<b$, where the wave function is given by the expressions

$$
\begin{align*}
\psi_{a}^{\mathrm{I}} & =\mathcal{A}_{2} F_{a}(0, r),  \tag{11a}\\
\psi_{b}^{\mathrm{I}} & =\mathcal{A}_{2} F_{b}(0, r) \tag{11b}
\end{align*}
$$

Region II is defined as $b<r<c$ where an electrostatic potential of strength $-V_{r}$ is present. Now, we have to keep the two solutions of Eq. (1) and we have the following wave functions:

$$
\begin{align*}
\psi_{a}^{\mathrm{II}} & =\mathcal{B}_{2} F_{a}\left(-V_{r}, r\right)+\mathcal{C}_{2} G_{a}\left(-V_{r}, r\right)  \tag{12a}\\
\psi_{b}^{\mathrm{II}} & =\mathcal{B}_{2} F_{b}\left(-V_{r}, r\right)+\mathcal{C}_{2} G_{b}\left(-V_{r}, r\right) \tag{12b}
\end{align*}
$$

In region III, which is defined as $r>c$, we have the following wave functions:

$$
\begin{align*}
& \psi_{a}^{\mathrm{III}}=\mathcal{D}_{2} G_{a}(0, r)  \tag{13a}\\
& \psi_{b}^{\mathrm{III}}=\mathcal{D}_{2} G_{b}(0, r) \tag{13b}
\end{align*}
$$

The wave functions have to be matched at $r=b$ and $c$. This leads to the wave functions given in the Appendix.

## 3. Circular potential dipole

In this situation we consider both a potential barrier and a ring, i.e., the combination of the previous two potential structures. In this case, we have four regions. Region I is defined as $r<a$ with the wave functions

$$
\begin{align*}
\psi_{a}^{\mathrm{I}} & =\mathcal{A}_{3} F_{a}\left(V_{b}, r\right),  \tag{14a}\\
\psi_{b}^{\mathrm{II}} & =\mathcal{A}_{3} F_{b}\left(V_{b}, r\right) \tag{14b}
\end{align*}
$$

In region II, where $a<r<b$, we have the following wave functions:

$$
\begin{align*}
& \psi_{a}^{\mathrm{II}}=\mathcal{B}_{3} F_{a}(0, r)+\mathcal{C} G_{a}(0, r),  \tag{15a}\\
& \psi_{b}^{\mathrm{II}}=\mathcal{B}_{3} F_{b}(0, r)+\mathcal{C} G_{b}(0, r) \tag{15b}
\end{align*}
$$

In region III, which is defined as $b<r<c$, we have an electrostatic potential $-V_{r}$, the corresponding wave functions are given by the expressions

$$
\begin{align*}
& \psi_{a}^{\mathrm{III}}=\mathcal{D}_{3} F_{a}\left(-V_{r}, r\right)+\mathcal{E}_{3} G_{a}\left(-V_{r}, r\right)  \tag{16a}\\
& \psi_{b}^{\mathrm{III}}=\mathcal{D}_{3} F_{b}\left(-V_{r}, r\right)+\mathcal{E}_{3} G_{b}\left(-V_{r}, r\right) \tag{16b}
\end{align*}
$$

Last, we have region IV which is defined as $r>c$; in this region we have the following wave functions:

$$
\begin{align*}
\psi_{a}^{\mathrm{IV}} & =\mathcal{F}_{3} G_{a}(0, r)  \tag{17a}\\
\psi_{b}^{\mathrm{IV}} & =\mathcal{F}_{3} G_{b}(0, r) \tag{17b}
\end{align*}
$$

Matching the wave functions at the boundaries $r=a, r=$ $b$, and $r=c$ leads to the solutions which are given in the Appendix.

## D. Energy equations

Using the wave functions derived in the previous subsection, we derive the equation for the energy spectrum.

## 1. Potential barrier

The energy equation can be obtained by matching the wave functions (7a) and (7b) with the wave functions (8a) and (8b) at the boundary between the two regions. This gives the following algebraic equation:

$$
\begin{equation*}
\frac{F_{a}\left(V_{b}, a\right)}{F_{b}\left(V_{b}, a\right)}=\frac{G_{a}(0, a)}{G_{b}(0, a)} \tag{18}
\end{equation*}
$$

whose solutions determine the energy spectrum.

## 2. Potential ring

Matching the wave functions (11a) and (11b) with the wave functions (12a) and (12b) between regions I and II gives the


FIG. 2. Energy spectrum of a circular potential barrier of radius $a=10 \mathrm{~nm}$ as function of the potential barrier strength for three values of the angular momentum quantum number $m=0$ (blue curves), $m=-1$ (green curves), and $m=1$ (red curves) and in the presence of a perpendicular magnetic field of $B \approx 3 \mathrm{~T}$ corresponding to a magnetic length $l_{B}=15 \mathrm{~nm}$.
following relation:

$$
\begin{equation*}
\frac{\psi_{a}^{\mathrm{I}}}{\psi_{b}^{\mathrm{I}}}=\frac{\psi_{a}^{\mathrm{II}}}{\psi_{b}^{\mathrm{II}}} \rightarrow \frac{F_{a}(0, b)}{F_{b}(0, b)}=\frac{\mathcal{B}_{2} F_{a}\left(-V_{r}, b\right)+\mathcal{C}_{2} G_{a}\left(-V_{r}, b\right)}{\mathcal{B}_{2} F_{b}\left(-V_{r}, b\right)+\mathcal{C}_{2} G_{b}\left(-V_{r}, b\right)} \tag{19}
\end{equation*}
$$

from which we obtain

$$
\begin{equation*}
\frac{\mathcal{B}_{2}}{\mathcal{C}_{2}}=\frac{F_{b}(0, b) G_{a}\left(-V_{r}, b\right)-F_{a}(0, b) G_{b}\left(-V_{r}, b\right)}{F_{a}(0, b) F_{b}\left(-V_{r}, b\right)-F_{b}(0, b) F_{a}\left(-V_{r}, b\right)} \tag{20}
\end{equation*}
$$

Matching the wave functions (12a) and (12b) with the wave functions (13a) and (13b) between regions II and III gives the following relation:

$$
\begin{equation*}
\frac{\psi_{a}^{\mathrm{III}}}{\psi_{b}^{\mathrm{III}}}=\frac{\psi_{a}^{\mathrm{II}}}{\psi_{b}^{\mathrm{II}}} \rightarrow \frac{G_{a}(0, c)}{G_{b}(0, c)}=\frac{\mathcal{B}_{2} F_{a}\left(-V_{r}, c\right)+\mathcal{C}_{2} G_{a}\left(-V_{r}, c\right)}{\mathcal{B}_{2} F_{b}\left(-V_{r}, c\right)+\mathcal{C}_{2} G_{b}\left(-V_{r}, c\right)} \tag{21}
\end{equation*}
$$

which results into the following equation:

$$
\begin{equation*}
\frac{G_{a}(0, c)}{G_{b}(0, c)}=\frac{\frac{\mathcal{B}_{2}}{\mathcal{C}_{2}} F_{a}\left(-V_{r}, c\right)+G_{a}\left(-V_{r}, c\right)}{\frac{\mathcal{B}_{2}}{\mathcal{C}_{2}} F_{b}\left(-V_{r}, c\right)+G_{b}\left(-V_{r}, c\right)} \tag{22}
\end{equation*}
$$

from which we obtain the energy spectrum.

## 3. Circular potential dipole

The procedure is completely analogous as for the quantum barrier and quantum ring. Matching the wave functions (14a) and (14b) with the wave functions (15a) and (15b) between regions I and II we can find the following ratio of integration constants:

$$
\begin{equation*}
\frac{\mathcal{B}_{3}}{\mathcal{C}_{3}}=\frac{G_{a}(0, a) F_{b}\left(V_{b}, a\right)-G_{b}(0, a) F_{a}\left(V_{b}, a\right)}{F_{b}(0, a) F_{a}\left(V_{b}, a\right)-F_{a}(0, a) F_{b}\left(V_{b}, a\right)} \tag{23}
\end{equation*}
$$

Matching the wave functions (16a) and (16b) with the wave functions (17a) and (17b) between regions I and IV we find the following ratio:

$$
\begin{equation*}
\frac{\mathcal{D}_{3}}{\mathcal{E}_{3}}=\frac{G_{b}\left(-V_{r}, c\right) G_{a}(0, c)-G_{a}\left(-V_{r}, c\right) G_{b}(0, c)}{F_{a}\left(-V_{r}, c\right) G_{b}(0, c)-F_{b}\left(-V_{r}, c\right) G_{a}(0, c)} \tag{24}
\end{equation*}
$$

Finally, matching the wave functions (15a) and (15b) with the wave functions (16a) and (16b) between regions II and III, we
obtained the following equation:

$$
\begin{equation*}
\frac{F_{a}(0, b)+\frac{\mathcal{C}_{3}}{\mathcal{B}_{3}} G_{a}(0, b)}{F_{b}(0, b)+\frac{\mathcal{C}_{3}}{\mathcal{D}_{3}} G_{b}(0, b)}=\frac{F_{a}\left(-V_{r}, b\right)+\frac{\mathcal{E}_{3}}{\mathcal{D}_{3}} G_{a}\left(-V_{r}, b\right)}{F_{b}\left(-V_{r}, b\right)+\frac{\mathcal{E}_{3}}{\mathcal{B}_{3}} G_{b}\left(-V_{r}, b\right)} \tag{25}
\end{equation*}
$$

whose solutions give the energy spectrum.

## III. NUMERICAL RESULTS FOR THE DECOUPLED SYSTEMS

In this section we will discuss the results obtained from solving the energy equations (18) and (22).

## A. Potential barrier

We consider first the results for the simplest system consisting of just a circular quantum barrier and solve numerically the energy equation (18) for different values of the potential strength and angular quantum number. This system was investigated previously in Ref. [9], but to understand the spectrum of a dot-ring system, we repeat here the essential results.

In Fig. 1 we show the energy spectrum as function of the potential barrier strength $V_{b}$ for three angular quantum number values $m=0, \pm 1$ and a magnetic length $l_{B}=15$ nm (corresponding to $B \approx 3 \mathrm{~T}$ ). We took the strength of the dot potential positive, effectively creating a potential barrier. However, the spectrum is symmetric in the sense that $V_{b} \rightarrow$ $-V_{b}$ is equivalent to $E \rightarrow-E$. This means that changing the sign of the barrier corresponds to interchanging electron and hole states.

For the quantum numbers shown $(m=0,1,-1)$ in Fig. 2, we see Landau gaps. These gaps are determined by the Landau levels $E_{n}= \pm \hbar v_{F} / l_{B} \sqrt{2|N|}$ and consequently decrease with decreasing magnetic field. When the potential barrier strength increases, hole states rise into the Landau gap region and form quantum dot states. In the Landau gaps, hole states are allowed to rise further toward the more slowly rising electron Landau levels outside the gap region with increasing potential strength. This continues until at some point the first state inside the gap region reaches the first electron state and


FIG. 3. Probability density shown for the points marked in Fig. 2. The position of the potential barrier is marked by the colored surface under the density profile. The left side panels correspond to the density of states inside the Landau gap, while the right panels correspond to states outside the Landau gap.
anticrosses with the corresponding electron level. This behavior reminds of the supercritical instability effect in gapped
graphene where bound states in the gap are allowed to enter the corresponding continuum [20-22], with the important difference that in that case the effect is created by a Coulomb impurity and not a potential barrier. The fact that a potential of arbitrary shape could be used to create supercritical states was shown explicitly in Refs. [23,24].

In order to show the difference in behavior for the states inside the Landau gap as compared to those outside it, we show in Fig. 3 the probability densities for the points marked in Fig. 2. The location of the barrier is shown as a colored area under the probability density plots. From these figures it is clear that the states inside the Landau gap (left figures in Fig. 3) are more localized inside the potential barrier and form true quantum dot states. States outside the gap region are weakly localized in the potential barrier and these states exhibit more a Landau-level-like behavior. Interestingly for the states located in the gap region, we find that the $m=-1$ state (green curve) is much less localized in the barrier as compared to the $m=0$ (blue curve) and $m=1$ (red curve) state. This explains the smoother dependence of the energy, compared to the $m=1$ states, as a function of the barrier strength.

## B. Potential ring

Now, we consider an electrostatic potential ring and investigate the corresponding energy spectrum. In the presence of a perpendicular magnetic field it is possible to create quantum dot states located in the circular quantum ring within the Landau gaps. We emphasize the differences between quantum dot states located at the barrier compared to those located at a ring-shaped potential. While graphene quantum rings cut out from graphene sheets have been extensively studied both within tight-binding and continuum models [25-27], the system discussed in this paper, the combination of a ringshaped potential and magnetic field, has not been studied in the literature to date.

In Fig. 4 we show the spectrum of an electrostatic quantum well ring for the same three angular quantum numbers as shown in Fig. 2 for the potential barrier. For the ring the size parameters are $b=30 \mathrm{~nm}$ and $c=35 \mathrm{~nm}$.


FIG. 4. Energy spectrum of a ring potential as function of the depth of the potential well for three values of the angular momentum quantum number $m=0$ (blue curves), $m=-1$ (green curves), and $m=1$ (red curves) with inner (outer) radius $b=30 \mathrm{~nm}$ ( $c=35 \mathrm{~nm}$ ). A perpendicular magnetic field is applied with strength $B \approx 3 \mathrm{~T}$ which results in $l_{B}=15 \mathrm{~nm}$.


FIG. 5. Probability density shown for the points (1)-(6) marked in Fig. 4. The area with the potential ring is marked by the colored surface under the density profile. The left side panels correspond to the probability density of states inside the Landau gap, while right panels correspond to the states outside the Landau gap.

In contrast with the potential barrie, r no hole states enter the gap region but electron states enter instead. This is merely a consequence of the fact that we took a potential well ring instead of a barrier. Remember that the spectrum has electronhole symmetry in the sense that the spectrum is invariant under the transformations $E \rightarrow-E$ and $V_{r} \rightarrow-V_{r}$, effectively changing electron states into hole ones. With increasing potential strength, electron states are allowed to sink into the Landau gaps where they exhibit almost a linear dependence on the potential strength. This behavior continues until the electron level touches the first hole level at negative energy and an anticrossing occurs, similar to the above quantum barrier results.

In Fig. 5 the probability density is shown for the points (1)-(6) marked in Fig. 4. The left panels show the densities for points located inside the Landau gap region, while the right panels show densities for states located outside the Landau gap. In the left panels it can be nicely seen how the probability densities are located around the quantum ring. As in the case of a potential barrier it is seen that the $m=-1$ are less




FIG. 6. Probability densities for the points (7)-(9) marked in Fig. 4. The area with the potential ring is indicated by the colored surface under the probability densities.
localized around the quantum ring compared to the $m=0$ and -1 states. This explains the smoother behavior on the potential ring strength of the $m=-1$ states compared to the other angular momenta states. For the energy states located outside the gap region (right panels of Fig. 5), the behavior is totally different. These states do not exhibit a large peak in the probability density at the potential ring and are not localized in the ring. These states behave almost as unperturbed Landau levels which is reflected in the behavior of the probability densities which show a Landau-level-like behavior. Note that regardless of the fact that these states are clearly less localized at the quantum ring, they still feel the potential ring. This can be seen from the fact that in the right panels of Fig. 5, small subpeaks are observed in the probability density located inside the quantum ring. This is a manifestation of the Klein tunneling providing a coupling between the states outside the gap and the potential ring.

In Fig. 6 the probability densities are shown for the three successive states in the gap region shown in Fig. 4 for the angular quantum number $m=1$ and $l_{B}=15 \mathrm{~nm}$, indicated by the points (7)-(9). As explained in the previous paragraph, the densities are clearly spatially localized in the quantum ring. In general, for all three states the densities exhibit similar behavior. However, the number of peaks inside the electrostatic ring increases with the number of states entering the gap region. The first state has one peak, the second two, and the third three. This behavior reminds of the increasing number of nodes with increasing principal quantum number in the case of a relativistic hydrogen atom. Interestingly, the behavior outside the quantum ring is almost exactly the same for the three successive states, and these states are only distinguished by the behavior inside the quantum ring.

## IV. CIRCULAR POTENTIAL DIPOLE

Here, we investigate the interaction between the singleelectron energy spectrum of a combined quantum barrier and ring-shaped well. By combining a barrier and ring with opposite sign for electrostatic potential strength, it is possible to couple electron and hole states which show up as anticrossings. This coupling can be effectively tuned by the strength of the applied electrostatic and magnetic fields.


FIG. 7. Energy spectrum as function of the potential ring and barrier strength $V=V_{r}=V_{b}$ for three values of the angular momentum quantum number $m=0$ (blue curves), $m=-1$ (green curves), and $m=1$ (red curves). The size of the dipole system we took $a=10 \mathrm{~nm}$, $b=30 \mathrm{~nm}$, and $c=35 \mathrm{~nm}$ and the magnetic field value is $l_{B} \approx 3 \mathrm{~T}$ corresponding to $l_{B}=15 \mathrm{~nm}$.

In Fig. 7 we show the spectrum as function of the electrostatic potential strength for three values of the angular momentum. We use the same dimensions for the barrier and ring as used in the previous sections, i.e., $a=10 \mathrm{~nm}, b=30$ nm , and $c=35 \mathrm{~nm}$ and the same value for the magnetic length $\left(l_{B}=15 \mathrm{~nm}\right)$. From Fig. 7 it is clear how electron states descend from the upper continuum while hole states rise from the lower continuum and enter the Landau gaps where they approach each other and anticross. These anticrossings become stronger when the magnetic field is further reduced, thus, the interaction between the barrier and ring states (i.e., the strength of the anticrossings) can be effectively tuned by the magnetic field. Note that anticrossings are only observed for states with the same angular momentum quantum number, which is a consequence of the Wigner-von Neumann theorem [28]. With increasing electrostatic field strength, more states anticross and the states inside the Landau gap start to show an oscillating dependence on the electrostatic potential strength.

In Fig. 8 we show the probability densities of the points (1)-(4) shown in Fig. 7 which are the electronic states with $m=0$ around an anticrossing region. Before the anticrossing, the electronic state is mainly located at the potential barrier and is mostly hole, which explains the fact that the energy is increasing with the electrostatic potential strength. At the point of anticrossing, however, the state is spread out over both the barrier and the ring and represents a coupled electronhole state. This shows that at the point of anticrossing, a hybridization between a state from the quantum barrier and quantum ring occurs. After the anticrossing, the probability moves entirely to the quantum ring and the state becomes electronlike. At the next point of anticrossing, the state is again evenly distributed over the quantum barrier and ring.

From Fig. 7 we notice that the anticrossings are less clear for the $m=-1$ states as compared to the other angular momenta values. This is a consequence of the fact that the states are less localized inside the barrier and/or ring for $m=$ -1 (as discussed in the previous sections). This argument is supported by Fig. 9 where we show the probability densities for the points (5)-(8) shown in Fig. 7. Qualitatively, the behavior is very similar to that of the densities shown in

Fig. 8, the localization shifts from the barrier to the ring and is equally distributed at the point of anticrossing. However, quantitatively, before and after the point of anticrossing the probability density is more spread out over the barrier and ring as compared to the densities shown in Fig. 8.

Interestingly, the behavior shown in this paper, i.e., the oscillations of the energy spectrum as a function of the electrostatic potential strength and relocalization of the wave function when passing the anticrossing, are also observed in the spectrum of a relativistic dipole on gapped graphene [29-32]. Thus, the coupled quantum barrier and ring system in a magnetic field imitates relativistic dipole physics in gapped graphene. Both systems share some similarities: the magnetic


FIG. 8. Probability densities for the points shown in the $m=0$ energy spectrum of Fig. 7.


FIG. 9. Probability densities for the points shown in $m=-1$ energy spectrum of Fig. 7.
field creates a gap in the spectrum while the electrostatic barrier and ring which are equal in strength but opposite in sign replicate a positively and negatively charged Coulomb impurity. However, experimentally the system presented in this paper has several advantages as compared to the dipole system in gapped graphene. First, the present system has many more tuning possibilities as compared to the dipole system, hence increasing the chance of detecting the rich physics of a dipole. The governing length scales can be effectively tuned by the magnetic field while the strength of the electrostatic potentials are tunable by nanostructured gates. Second, analytical results are obtained in our paper which was impossible for a dipole on gapped graphene.

## V. CONCLUSIONS

In this paper we presented a system consisting of a potential barrier and potential ring, e.g., a model system for a circular dipole. In the first part of the paper we derived the analytical expressions for the wave functions and energy equations for the potential barrier and potential ring separately and when they are both present. In the second part of the paper we solved numerically the energy equations in order to determine the energy spectra and wave functions.

We showed that in the case of a potential barrier and potential ring states enter the Landau gaps, created by the magnetic field, and become spatially localized at the potential barrier and ring. We studied the spectrum and wave functions for different potential ring and barrier strengths, different values of the magnetic field, and different values of the angular momentum quantum number $m$.

By combining a potential barrier and potential ring equal in strength but opposite in sign, i.e., a dipolelike structure, we showed that electron states originating from the potential
ring and hole states originating from the potential barrier are allowed to hybridize and form coupled states, which are seen in the spectrum as anticrossings in the Landau gaps. The coupling between the quantum states and hence the strength of the anticrossings can be effectively tuned by, e.g., the magnetic field and the strength of the electrostatic potentials. Finally, we showed that due to the similarities with a relativistic dipole placed on gapped graphene, the states for a dipole system mimic closely the behavior of the electronic states of a dipole on gapped graphene.

Our model has the big advantage that analytical results for the energy equations and wave functions can be obtained, the energy equations provided in this paper can be straightforwardly solved using standard root-solving methods. However, one should always consider a tradeoff between simplicity of the model and experimental relevance. In this paper we consider step potentials which in experiments can be approximately realized by an STM tip, or by local doping, or by nanostructured gates. In real experiments, the potentials produced in this way will deviate from these step potentials. However, a previous publication [9] has shown that the use of step potentials makes sense and that they provide a good approximation for the potentials present in real systems.
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## APPENDIX: WAVE FUNCTIONS

In this Appendix we provide the exact form of the wave functions obtained from our analytical model.

## 1. Potential ring

In region I we have the wave functions

$$
\begin{align*}
\psi_{a}^{\mathrm{I}} & =\mathcal{A}_{2} F_{a}(0, r),  \tag{A1}\\
\psi_{b}^{\mathrm{I}} & =\mathcal{A}_{2} F_{b}(0, r) . \tag{A2}
\end{align*}
$$

In region II we have the wave functions

$$
\begin{align*}
& \psi_{a}^{\mathrm{II}}=\mathcal{A}_{2} \cdot \mathbb{B}\left[\mathbb{A} F_{a}\left(-V_{r}, r\right)+G_{a}\left(-V_{r}, r\right)\right],  \tag{A3}\\
& \psi_{b}^{\mathrm{II}}=\mathcal{A}_{2} \cdot \mathbb{B}\left[\mathbb{A} F_{b}\left(-V_{r}, r\right)+G_{b}\left(-V_{r}, r\right)\right] . \tag{A4}
\end{align*}
$$

Here, $\mathbb{A}$ is defined as

$$
\begin{equation*}
\mathbb{A}=\frac{G_{a}\left(-V_{r}, c\right) G_{b}(0, c)-G_{b}\left(-V_{r}, c\right) G_{a}(0, c)}{F_{b}\left(-V_{r}, c\right) G_{a}(0, c)-F_{a}\left(-V_{r}, c\right) G_{b}(0, c)} \tag{A5}
\end{equation*}
$$

and $\mathbb{B}$ is defined as

$$
\begin{equation*}
\mathbb{B}=\frac{F_{a}(0, b)}{\mathbb{A} F_{a}\left(-V_{r}, b\right)+G_{a}\left(-V_{r}, b\right)} \tag{A6}
\end{equation*}
$$

In region III we have the following wave functions:

$$
\begin{align*}
& \psi_{a}^{\mathrm{III}}=\mathcal{A}_{2} \mathbb{C} G_{a}(0, r),  \tag{A7}\\
& \psi_{b}^{\mathrm{III}}=\mathcal{A}_{2} \mathbb{C} G_{b}(0, r) . \tag{A8}
\end{align*}
$$

Here, $\mathbb{C}$ is given by the following expression:

$$
\begin{equation*}
\mathbb{C}=\frac{\mathbb{B}\left[\mathbb{A} F_{a}\left(-V_{r}, c\right)+G_{a}\left(-V_{r}, c\right)\right]}{G_{a}(0, c)} \tag{A9}
\end{equation*}
$$

## 2. Circular potential dipole

In region I we have the wave functions

$$
\begin{align*}
& \psi_{a}^{\mathrm{I}}=\mathcal{A}_{3} F_{a}\left(V_{b}, r\right),  \tag{A10}\\
& \psi_{b}^{\mathrm{I}}=\mathcal{A}_{3} F_{b}\left(V_{b}, r\right) . \tag{A11}
\end{align*}
$$

In region II we have the wave functions

$$
\begin{align*}
\psi_{a}^{\mathrm{II}} & =\mathcal{A}_{3} \mathbb{F}\left[\mathbb{D} F_{a}(0, r)+G_{a}(0, r)\right],  \tag{A12}\\
\psi_{b}^{\mathrm{II}} & =\mathcal{A}_{3} \mathbb{F}\left[\mathbb{D} F_{b}(0, r)+G_{b}(0, r)\right] . \tag{A13}
\end{align*}
$$

Here, $\mathcal{D}$ and $\mathcal{F}$ are, respectively, given by the expression

$$
\begin{equation*}
\mathbb{D}=\frac{G_{a}(0, a) F_{b}\left(V_{b}, a\right)-G_{b}(0, a) F_{a}\left(V_{b}, a\right)}{F_{b}(0, a) F_{a}\left(V_{b}, a\right)-F_{a}(0, a) F_{b}\left(V_{b}, a\right)} \tag{A14}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{F}=\frac{F_{a}\left(V_{b}, a\right)}{\mathbb{D} F_{a}(0, a)+G_{a}(0, a)} \tag{A15}
\end{equation*}
$$

[1] K. S. Novoselov, A. K. Geim, S. V. Morozov, D. Jiang, M. I. Katsnelson, I. V. Grigorieva, S. V. Dubonos, and A. A. Firsov, Nature (London) 438, 197 (2005).
[2] A. K. Geim and K. S. Novoselov, Nat. Mater. 6, 183 (2007).
[3] A. H. Castro Neto, F. Guinea, N. M. R. Peres, K. S. Novoselov, and A. K. Geim, Rev. Mod. Phys. 81, 109 (2009).
[4] M. I. Katsnelson, K. S. Novoselov, and A. K. Geim, Nat. Phys. 2, 620 (2006).
[5] S. Schnez, K. Ensslin, M. Sigrist, and T. Ihn, Phys. Rev. B 78, 195427 (2008).
[6] P. Recher, J. Nilsson, G. Burkard, and B. Trauzettel, Phys. Rev. B 79, 085407 (2009).
[7] A. V. Rozkhov, G. Giavaras, Y. P. Bliokh, V. Freilikher, and F. Nori, Phys. Rep. 503, 77 (2011).
[8] M. Zarenia, A. Chaves, G. A. Farias, and F. M. Peeters, Phys. Rev. B 84, 245403 (2011).
[9] G. Giavaras and F. Nori, Phys. Rev. B 85, 165446 (2012).
[10] H.-Y. Chen, V. Apalkov, and T. Chakraborty, Phys. Rev. Lett. 98, 186803 (2007).
[11] G. Giavaras, P. A. Maksym, and M. J. Roy, J. Phys.: Condens. Matter 21, 102201 (2009).
[12] Vladimir Fal'ko, Nat. Phys. 3, 151 (2007).
[13] Satoshi Moriyama, Yoshifumi Morita, Eiichiro Watanabe, and Daiju Tsuya, Appl. Phys. Lett. 104, 053108 (2014).
[14] N. M. Freitag, L. A. Chizhova, Peter Nemes-Incze, C. R. Woods, R. V. Gorbachev, Yang Cao, A. K. Geim, K. S. Novoselov, Joachim Burgdörfer, Florian Libisch, and Markus Morgenstern, Nano Lett. 16, 5798 (2016).
[15] C. Gutiérrez, D. Walkup, F. Ghahari, C. Lewandowski, J. F. Rodriguez-Nieva, K. Watanabe, T. Taniguchi, L. S. Levitov, N. B. Zhitenev, and J. A. Stroscio, Science 361, 789 (2018).
[16] N.-C. Yeh, M. L. Teague, R. T.-P. Wu, H. Chu, D. A. Boyd, M. W. Bockrath, L. He, F.-X. Xiu, and K.-L. Wang, Eur. Phys. J. Web Conf. 23, 00021 (2012).

In region III we have the following wave functions:

$$
\begin{align*}
\psi_{a}^{\mathrm{III}} & =\mathcal{A}_{3} \mathbb{G}\left[\mathbb{E} F_{a}\left(-V_{r}, r\right)+G_{a}\left(-V_{r}, r\right)\right],  \tag{A16}\\
\psi_{b}^{\mathrm{III}} & =\mathcal{A}_{3} \mathbb{G}\left[\mathbb{E} F_{b}\left(-V_{r}, r\right)+G_{b}\left(-V_{r}, r\right)\right] . \tag{A17}
\end{align*}
$$

Here, $\mathcal{E}$ and $\mathcal{G}$ are, respectively, given by the expressions

$$
\begin{equation*}
\mathbb{E}=\frac{G_{a}\left(-V_{r}, c\right) G_{b}(0, c)-G_{b}\left(-V_{r}, c\right) G_{a}(0, c)}{F_{b}\left(-V_{r}, c\right) G_{a}(0, c)-F_{a}\left(-V_{r}, c\right) G_{b}(0, c)} \tag{A18}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{G}=\frac{\mathbb{F}\left[\mathbb{D} F_{a}(0, b)+G_{a}(0, b)\right]}{\mathbb{E} F_{a}\left(-V_{r}, b\right)+G_{a}\left(-V_{r}, b\right)} \tag{A19}
\end{equation*}
$$

In region IV we have the wave functions

$$
\begin{align*}
& \psi_{a}^{\mathrm{IV}}=\mathcal{A}_{3} \mathbb{H} G_{a}(0, r),  \tag{A20}\\
& \psi_{b}^{\mathrm{IV}}=\mathcal{A}_{3} \mathbb{H} G_{b}(0, r) \tag{A21}
\end{align*}
$$

Here, $\mathbb{H}$ is given by the expression

$$
\begin{equation*}
\mathbb{H}=\frac{\mathbb{G}\left[\mathbb{E} F_{a}\left(-V_{r}, c\right)+G_{a}\left(-V_{r}, c\right)\right]}{G_{a}(0, c)} \tag{A22}
\end{equation*}
$$

[17] M. F. Doty, J. I. Climente, M. Korkusinski, M. Scheibner, A. S. Bracker, P. Hawrylak, and D. Gammon, Phys. Rev. Lett. 102, 047401 (2009).
[18] L.-X. Zhang, D. V. Melnikov, and J.-P. Leburton, Phys. Rev. B 78, 085310 (2008).
[19] Prabath Hewageegana and Vadym Apalkov, Phys. Rev. B 79, 115418 (2009).
[20] R. Van Pottelberge, M. Zarenia, and F. M. Peeters, Phys. Rev. B 97, 207403 (2018).
[21] O. O. Sobol, P. K. Pyatkovskiy, E. V. Gorbar, and V. P. Gusynin, Phys. Rev. B 94, 115409 (2016).
[22] V. M. Pereira, V. N. Kotov, and A. H. Castro Neto, Phys. Rev. B 78, 085101 (2008).
[23] P. A. Maksym and H. Aoki, Phys. Rev. B 88, 081406(R) (2013).
[24] O. V. Gamayun, E. V. Gorbar, and V. P. Gusynin, Phys. Rev. B 83, 235104 (2011).
[25] P. Recher, B. Trauzettel, A. Rycerz, Ya. M. Blanter, C. W. J. Beenakker, and A. F. Morpurgo, Phys. Rev. B 76, 235404 (2007).
[26] D. A. Bahamon, A. L. C. Pereira, and P. A. Schulz, Phys. Rev. B 79, 125414 (2009).
[27] M. Zarenia, J. M. Pereira, A. Chaves, F. M. Peeters, and G. A. Farias, Phys. Rev. B 81, 045431 (2010); 82, 119906(E) (2010).
[28] J. von Neumann and E. Wigner, Z. Phys. 30, 467 (1929).
[29] A. De Martino, D. Klöpfer, D. Matrasulov, and R. Egger, Phys. Rev. Lett. 112, 186603 (2014).
[30] E. V. Gorbar, V. P. Gusynin, and O. O. Sobol, Europhys. Lett. 111, 37003 (2015).
[31] E. V. Gorbar, V. P. Gusynin, and O. O. Sobol, Phys. Rev. B 92, 235417 (2015).
[32] R. Van Pottelberge, B. Van Duppen, and F. M. Peeters, Phys. Rev. B 98, 165420 (2018).


[^0]:    *robbe.vanpottelberge@uantwerpen.be
    ${ }^{\dagger}$ francois.peeters@uantwerpen.be

