
PHYSICAL REVIEW B 99, 085413 (2019)

Quantitative modeling of secondary electron emission from slow-ion
bombardment on semiconductors

Marnik Bercx,* Bart Partoens, and Dirk Lamoen
EMAT & CMT groups, Department of Physics, University of Antwerp, Groenenborgerlaan 171, 2020 Antwerp, Belgium

(Received 25 April 2018; revised manuscript received 24 September 2018; published 11 February 2019)

When slow ions incident on a surface are neutralized, the excess potential energy is passed on to an electron
inside the surface, leading to emission of secondary electrons. The microscopic description of this process, as
well as the calculation of the secondary electron yield, is a challenging problem due to its complexity as well
as its sensitivity to surface properties. One of the first quantitative descriptions was articulated in the 1950s by
Hagstrum, who based his calculation on a parametrization of the density of states of the material. In this paper, we
present a model for calculating the secondary electron yield, derived from Hagstrum’s initial approach. We use
first-principles density functional theory calculations to acquire the necessary input and introduce the concept of
electron cascades to Hagstrum’s model in order to improve the calculated spectra, as well as remove its reliance
on fitting parameters. We apply our model to He+ and Ne+ ions incident on Ge(111) and Si(111) and obtain
yield spectra that match closely to the experimental results of Hagstrum.
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I. INTRODUCTION

Secondary electron emission (SEE) is an important phe-
nomenon where electrons of a target material are emitted
through the impact of energetic primary particles. Such pro-
cesses lie at the foundation of several techniques for charac-
terizing surfaces and play an important role in applications
such as plasma sputtering deposition [1,2] and plasma display
panels [3,4]. For the case of incident ions, measurements
of the electron yield γ were first performed by Hagstrum
[5,6]. Although there is a considerable need for data on
the electron emission from incident ions, e.g., as input for
models of microplasmas [7,8], further measurements of γ for
semiconductors are limited. This lack of experimental data
has lead to an increased interest in theoretical modeling of
ion-induced secondary electron emission.

One of the first quantitative descriptions of the interac-
tion of incident ions with a surface was also developed by
Hagstrum [9,10], who used a model for the density of states in
order to derive the yield of secondary electrons emitted from
the surface per incoming ion. His approach was relatively
successful but required the use of a substantial amount of
fitting parameters in order to make his simulations match
experiment. Since then, there have been numerous attempts
at improving the quantitative modeling of the SEE process.
Propst [11] calculated the Auger matrix elements using a
WKB approximation for the tunneling process and was one of
the first to consider electron-electron interactions for the sec-
ondary electrons. Several authors [12–14] have used a jellium
model to calculate the Auger neutralization rate for aluminum
and sodium, for which the electrons are well described by
a free electron gas. More recently, Cho et al. [4] have used
first-principles density functional theory (DFT) calculations
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in combination with Hagstrum’s model to determine the SEE
coefficients for MgO. However, they used parameters which
were fitted for a specific ion-surface combination (He+ →
Ge) and applied them as if they were fixed parameters of the
model. A nice overview of the various theoretical models used
to describe the neutralization of incoming ions on a surface
can be found in a recent review paper by Monreal [15].

In this work, we make several adjustments to Hagstrum’s
model in order to remove its dependency on fitting parameters
and improve the calculated yield spectra. In this way, we aim
to provide a quantitative approach to calculating the secondary
electron emission from surfaces bombarded by slow ions.
Similar to Cho et al., we start by calculating the required
model input from first-principles DFT calculations (Sec. III).
Next, we take a closer look at the function that determines the
probability that an excited electron will escape (Sec. III A) and
introduce the concept of electron cascades (Sec. III B) in order
to conceptually improve the model. Finally, we calculate the
SEE spectra for He+ and Ne+ ions incident on Ge(111) and
Si(111) and find that they correspond well to the experimental
results of Hagstrum (Sec. IV).

II. SECONDARY ELECTRON EMISSION

Secondary electron emission from incident ions can be the
result of either kinetic or potential emission mechanisms [16].
For the former, the emission process is driven by the kinetic
energy of the incoming ion. Potential electron emission, on the
other hand, transfers the potential energy of the incoming ion
to an electron that can then be emitted. For slow moving ions,
the potential emission mechanism is dominant [17]. Following
Hagstrum’s description, it is performed using a two-electron
Auger process. Here, a distinction must be made between
Auger neutralization (AN) and resonance neutralization (RN)
followed by Auger de-excitation (AD), see Fig. 1. For AN,
an electron from the surface material tunnels directly into
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FIG. 1. Schematic representations of the Auger neutralization (a), resonance neutralization (b), and Auger de-excitation (c) processes. For
the de-excitation, the set of full and dashed arrows each represent one possible way via which the de-excitation can occur.

the lowest unoccupied state of the incoming ion. The energy
released in this transition is passed to another electron in the
material. This electron, in turn, has a probability of escape
if it is excited to a state with an energy above the vacuum
level. In the case of RN, an electron from the surface tunnels
into an excited state of the incoming ion, after which the atom
returns to the ground state by AD. For slow incident He+ and
Ne+ ions on Ge(111) and Si(111), the resonant neutralization
channel is unavailable [10,13], so we can safely disregard the
RN and AD processes in our discussion.

A. Hagstrum’s model

We begin by presenting Hagstrum’s quantitative description
of ion-based SEE for semiconductor surfaces, before dis-
cussing our adjustments in the sections that follow. During the
Auger neutralization, an electron tunnels through the surface
barrier to the lowest unoccupied ionic state, transferring the
excess energy to a secondary electron of the surface material
[Fig. 1(a)]:

ε1 + ε2 → ε + ε0 − Ei. (1)

Here, ε1 and ε2 are the initial energies of the electrons of the
surface, ε is the energy of the excited Auger electron, ε0 is the
vacuum level, and Ei the ionization energy of the incoming
ion. Determining the transition rates of the various possible
transition of the Auger neutralization process involves the
calculation of the matrix elements in Fermi’s golden rule:

�i→ f = 2π

h̄
|Hi→ f |2N (ε), (2)

where N (ε) is the density of states at the final electron energy,
h̄ is the reduced Planck constant, and Hi→ f is the transition
matrix element:

Hi→ f =
∫ ∫

u∗
g(r1)u∗

e (r2)V (r1, r2)u′
v (r2)u′′

v (r1)dr1dr2,

(3)

with u′
v (r2) and u′′

v (r1) the initial states of the electrons in
the valence band, ug(r1) the ground state of the neutralized

ion, and ue(r2) the excited state of the Auger electron, where
* denotes the complex conjugate. The interaction potential
V (r1, r2) is the Coulomb potential.

Instead of explicitly calculating the secondary emission
yield from the transition matrix elements, as in the earlier
work of, e.g., Cobas and Lamb [18], Hagstrum introduced a
model based on the density of states (DOS) of the surface.
In his approach, the matrix element for each transition is
considered to be constant, which means that the probability
that an electron of energy ε will participate in the Auger
neutralization is proportional to the density of states N (ε).
In this way, we can simply use the density of states of the
surface to calculate the probability that a secondary electron
with kinetic energy εk = ε − ε0 is emitted from the impact
of an incoming ion. First, the internal distribution of excited
electrons Ni(ε) is calculated by

Ni(ε) = Dc(ε)T
[

ε+ε0−Ei
2

]
∫ ∞
εc

Dc(ε)T
[

ε+ε0−Ei
2

]
dε

, (4)

where Dc(ε) is the density of the unoccupied states of the
surface, εc the bottom of the conduction band, and T is the
Auger transform:

T

[
ε + ε0 − Ei

2

]
=

∫
�εv

∫
�εv

Dv (ε1)Dv (ε2)

× δ(ε − ε1 − ε2 + ε0 − Ei )dε1dε2. (5)

Here, Dv (ε) is the density of the valence states, �εv is the
valence band width, and δ is the Dirac delta function. Note
that Ni(ε) is normalized to unity because of the assumption
that every incoming ion is neutralized, producing one excited
electron inside the surface. The delta function is used to
assert energy conservation of the Auger neutralization process
[Eq. (1)].

Next, the distribution of the electrons that can escape from
the surface N0(ε) is calculated by multiplying Ni(ε) with the
escape probability Pe(ε):

N0(ε) = Pe(ε)Ni(ε). (6)
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Hagstrum modeled the escape probability Pe(ε) using a semi-
classical approach, where an electron is considered to be able
to escape when the projection of its wave vector on the axis
perpendicular to the surface is large enough, i.e., when its
corresponding energy is larger than the vacuum level. The
resulting escape probability is:

Pe(ε) = 1

2

[
1 −

(ε0

ε

)β
]α

for ε � ε0,

= 0 for ε < ε0,

(7)

where α and β represent an anisotropy of the distribution
of the initial direction of the wave vector of the electron
after excitation. In Hagstrum’s approach, these are parameters
which are fitted for each ion-surface combination. Finally,
the secondary electron yield γ , i.e., the amount of electrons
emitted per incoming ion, is calculated by integrating the
distribution of escaped electrons:

γ =
∫ ∞

ε0

N0(ε)dε. (8)

Using his model, Hagstrum was able to fairly accurately
reproduce the yield spectra for He+ and Ne+ incident on
Ge(111) and Si(111). Note that all energies in Eq. (7) are
defined with respect to the valence band minimum, which was
taken as the zero-energy level by Hagstrum. This corresponds
to implicitly deciding on a reference level that determines the
effective barrier ε0 that the electrons have to pass in order to
escape from the surface. Because this reference level affects
the probability that an excited electron is emitted, it has a
significant influence on the calculated yield.

Although Hagstrum’s description of the SEE process was
a major step forward, providing an insightful interpretation
of his experimental results, he was forced to rely on several
fitting parameters in order to be able to reproduce the exper-
imental spectra. Hagstrum had to parametrize the density of
states, ionization energy, as well as fit α and β in the escape
function [Eq. (7)]. In our approach, we calculate the density
of states from first principles within the DFT framework and
remove the parameter dependency of the escape function as
described in Sec. III A. For the ionization energy EI , we
shift the ionization energy of the free atom with the image
interaction (2 eV) [19,20]. Finally, we introduce electron-
electron scattering as a cascade process in order to improve
the calculated yield spectra (Sec. III B).

By virtue of using Hagstrum’s model, we are able to
include the first-principles calculated electronic structure of
the surface, as directly calculating the full matrix elements in
Eq. (2) from the DFT wave functions would not be compu-
tationally feasible. Several such calculations have been per-
formed for jellium-model wave functions, but this approach
would in turn not provide a good description for a semicon-
ductor, nor does it allow us to include the electronic structure
of the chosen surface. Gloebl et al. [21,22] and Valdès et al.
[23] did calculate the Auger neutralization rate by consider-
ing the matrix elements for the neutralization using a linear
combination of atomic orbitals (LCAO) and various distances
and positions of an incoming He+ ion on several metals and
Ge. The electronic response of the surface was modeled using
the response function, once again calculated from the jellium

model. They found that the Auger rate was not sensitive to
the position of the incoming ion at short distances for Ge,
which indicates that considering constant matrix elements
is a reasonable approximation for Ge. However, they also
found that for noble metals, the presence of d electrons in the
valence band that can neutralize the incoming ion has a large
effect on the AN rate. The efficient contribution of d electrons
compared to s or p states will have to be considered in case
the model is extended to be applied to noble metals.

III. COMPUTATIONAL DETAILS

Hagstrum’s model requires the density of states of the
valence Dv (ε) and conduction Dc(ε) band as input, as well
as the vacuum level ε0. We calculate the density of states
and vacuum level of Ge(111) and Si(111) using a DFT
approach, as implemented in the Vienna ab initio simulation
package [24–27] (VASP). Within the projector augmented
wave [28,29] (PAW) formalism, the recommended number
of valence electrons is included for both Ge and Si. The
energy cutoff is set at 500 eV in order to obtain a well
converged plane wave basis set, and the exchange correlation
energy is calculated using the Perdew-Burke-Ernzerhof [30]
(PBE) functional. A well converged Monkhorst-Pack [31]
k-point mesh is used for sampling the Brillouin zone. We
refer the reader to the Supplemental Material [32] for more
computational details.

To simulate a surface within the periodic boundary frame-
work of VASP, it is conventional to take a slab approach,
where a certain number of atomic layers are separated by a
suitably large vacuum layer. For Si and Ge, it is well known
that the (111) surfaces reconstruct, forming dimers at the
surface with a 2 × 1 periodicity. We take the reconstructed
structures from the Supplemental Material of De Waele et al.
[33] and subsequently optimize the geometry using the com-
putational parameters described in the previous paragraph.
The slab consists of 14 atomic layers and at least 20 Å of
vacuum spacing is present. The vacuum level is obtained by
averaging the one-electron electrostatic potential over planes
parallel to the surface and determining the potential in the
vacuum, which should be constant in case the vacuum layer is
sufficiently thick. The work function φ of the surface is then
calculated by comparing the vacuum level with the top of the
valence band φ = ε0 − εv .

A. The escape function

An integral part of Hagstrum’s model is the escape prob-
ability function Pe(ε), which represents the probability that
an electron at energy ε can escape from the surface after
excitation. Initially Hagstrum had derived a parameterless ex-
pression for Pe(ε), based on an isotropic angular distribution
of the wave vector of the excited electrons. However, the
resulting distributions of escaped electrons, or yield spectra,
did not have sufficient electrons, especially at lower energies.
To remedy this, Hagstrum introduced the parameters α and β

[see Eq. (7)], representing an anisotropy of the initial direction
of the wave vector of the electron. By fitting these parameters,
Hagstrum was able to adjust the escape function and increase
the secondary electron yield. Because α and β are fitted for
each ion/surface combination, however, the use of the escape
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probability of Hagstrum’s model is ill suited for any model
that aims to determine the secondary electron emission with-
out relying on experimental input. The approach of Motoyama
et al. [3] and Cho et al. [4], who simply used the fitted
parameters for He+ ions incident on Ge and applied them
to other systems, is questionable at best. Finally, Hagstrum’s
expression for the escape function depends on where we set
the zero-energy level. Here, Hagstrum defined all energies
with respect to the bottom of the valence band, which results
in a low probability of escape due to the relatively large
surface barrier.

Instead of Hagstrum’s expression for the escape function,
we choose to take a quantum mechanical step-barrier ap-
proach similar to that of Lorente et al. [13]. In this frame-
work, the surface is described as a step function barrier, and
the angle-dependent escape probability is derived from the
transmission coefficient:

Pe(ε, θ ) = T (k⊥, p⊥), (9)

where θ is the angle between the initial wave vector and
the surface normal, and k⊥ and p⊥ are the projections of
the wave vector on the surface normal inside and outside
of the material, i.e., k⊥ = k cos(θ ). For semiconductors, the
barrier is set equal to the electron affinity χ [34–36], which
corresponds to setting the reference energy level at the bottom
of the conduction band εc. Using this convention, the wave
vector is calculated from

k =
√

2me(ε − εc)/h̄2, (10)

where εc is the bottom of the conduction band, h̄ is the reduced
Planck constant, and me is the electron mass. p⊥ is determined
using the refraction condition at the surface:

h̄2k2
⊥

2me
− χ = h̄2 p2

⊥
2me

. (11)

For a step barrier, the transmission coefficient is given by [13]:

T (k⊥, p⊥) = 4k⊥ p⊥
(k⊥ + p⊥)2

. (12)

Next, in order to determine the escape probability for an ex-
cited electron with energy ε, we use the following expression
[9]:

Pe(ε) =
∫

Pe(ε, θ )P(ε)d, (13)

where P(ε)d is the probability that an electron with en-
ergy ε has a wave vector k with a direction that is part of
the solid angle d = sin θdθdϕ. If, similar to Hagstrum’s
initial approach, we assume this distribution to be isotropic,
i.e., P(ε) = 1/4π , and only consider the half sphere in the
direction of the vacuum, we obtain:

Pe(ε) = 1

4π

∫ 2π

0
dϕ

∫ π
2

0
sin θdθ

4k⊥(θ )p⊥(θ )

(k⊥(θ ) + p⊥(θ ))2
. (14)

This expression for the escape function has the advantage
that it does not depend on the position of the zero point on
the energy axis, since it is calculated using a difference of
energy values, i.e., ε − εc in Eq. (10). Moreover, by adopting
an isotropic angular distribution for the wave vector of the
excited electrons, we avoid the use of the parameters α and β.

B. Electron cascades

Using the escape function described in the previous sec-
tion, we face a similar problem as Hagstrum did when he
first considered an isotropic distribution for the wave vectors
of the excited electrons: The obtained yield spectra are too
low, largely due to an insufficient amount of electrons at
lower kinetic energies. This can be seen in Fig. 3, where we
have plotted the kinetic energy distribution of the electrons
emitted by the initial Auger neutralization. However, the low-
energy electrons in the experimental yield spectra are often
ascribed in the literature to a mechanism that Hagstrum did
not consider in his model, i.e., electron cascades via electron-
electron interactions. One of the first to implement this idea
was Propst [11], who started from the distribution of electrons
that did not escape after the Auger excitation and allowed
these electrons to interact with other electrons in the system
through scattering events, once again producing electrons that
can escape from the surface. He found that 50% of the final
yield was produced by the electron cascade process, making
it an important contribution to the total yield. The concept
has also been considered more recently by other authors, who
first described it as an electron cascade process due to its
iterative nature. According to Lorente et al. [37], the cascading
electrons can account for 60% of the total secondary electron
emission. Moreover, the electron cascades are found to be
the source of the low energy electrons often missing in the
calculated yield spectra of computational models.

We introduce our own model for the electron cascade
process. Similar to the approach Hagstrum used to calculate
the distribution of excited electrons from the neutralization
of the incoming ion, we base our implementation of the
electron cascades on the energy distributions of the interacting
electrons. We begin by considering the energy distribution of
the electrons that cannot escape:

N (2)
c (ε) = (1 − Pe(ε))Ni(ε). (15)

In Hagstrum’s model, these electrons simply do not con-
tribute, and their energy has no influence on the SEE yield.
Here, we approximate the scattering process using similar
assumptions as Hagstrum made for the Auger neutralization,
i.e., by considering the matrix elements of the transition to be
constant, which makes the probability of a specific scattering
event proportional to the density of states at the energy levels
involved. The scattering process can be written as:

ε1 + ε2 → ε + ε′, (16)

where ε1 is the energy of the excited electron before scatter-
ing, ε2 is the energy of an electron in the valence band, and
ε, ε′ are the energies of the two electrons after the scattering
process (see Fig. 2). The distribution of excited electrons after
scattering can then be calculated using:

N (2)
i (ε) ∼

∫ ∞

εc

dε′
∫ ∞

ε0

dε1

∫
�εv

dε2Dc(ε)Dc(ε′)

× N (2)
c (ε1)Dv (ε2)δ(ε + ε′ − ε1 − ε2)

= Dc(ε)
∫ ∞

εc

dε′Dc(ε′)
∫ ∞

ε0

dε1

∫ ∞

−∞
dε2N (2)

c (ε1)

× Dv (ε2)δ(ε + ε′ − ε1 − ε2)
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FIG. 2. Energy diagram of a single step in the electron cascade
process. The electron at energy ε1 scatters on an electron in the
valence band at energy ε2, transferring sufficient energy for the
second electron to excite into an unoccupied state of the conduction
band at energy ε′.

= Dc(ε)
∫ ∞

εc

dε′Dc(ε′)

×
∫ ∞

ε0

dε1N (2)
c (ε1)Dv (ε + ε′ − ε1)

= Dc(ε)
∫ ∞

εc

dε′Dc(ε′)Tee(ε, ε′), (17)

where we have defined the scattering transform Tee(ε, ε′) as

Tee(ε, ε′) =
∫ ∞

ε0

dε1N (2)
c (ε1)Dv (ε + ε′ − ε1). (18)

Note that we only consider the excited electrons of N (2)
c (ε)

above the vacuum energy, as electrons with less energy can no
longer produce electrons that can contribute to the secondary
electron yield. Finally, because every scattering event results
in two excited electrons, we normalize the new distribution of
excited electrons to two times the number of electrons above
the vacuum energy, prior to the scattering event:

N (2)
i (ε) = 2ni

Dc(ε)
∫ ∞

εc

dε′Dc(ε′)Tee(ε, ε′)
∫ ∞

εc

dεDc(ε)
∫ ∞

εc

dε′Dc(ε′)Tee(ε, ε′)
, (19)

where

ni =
∫ ∞

ε0

N (2)
c (ε′)dε′. (20)

In order to simulate the cascade process, these steps are
iterated by adding the escaped electrons Pe(ε)N (2)

i (ε) to the
previous yield distribution and once again considering the
spectrum of the electrons which cannot escape, from which
we calculate the next energy distribution of excited electrons
using again the same procedure. These iterations continue
until the yield difference between two iterations is smaller
than 0.001 electrons per ion. If we apply this approach to
the yield calculation of He+ ions on Ge(111), we obtain
the results in Fig. 3, where we have plotted the number of
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FIG. 3. Calculated distribution of the kinetic energy εk of sec-
ondary electrons emitted for incident He+ ions on Ge(111) at various
iterations of the electron cascade process.

emitted electrons N0(ε) versus their kinetic energy εk for
several iterations. We can see that as we iterate the electron
cascade process, the SEE spectrum quickly converges. The
final distribution (iteration 3) has significantly more electrons
at lower energies and is a substantial improvement upon
the initial yield distribution after Auger neutralization, when
compared with the experimental results from Hagstrum [6].

IV. RESULTS

The resulting yield spectra for incoming He+ and Ne+

ions on the reconstructed Ge(111) and Si(111) surfaces are
plotted alongside the experimental results of Hagstrum [6] in
Fig. 4. In his work, Hagstrum measured the total yield and
kinetic energy distribution of the emitted electrons for several
energies of the incoming ion on atomically clean, annealed
(111) surfaces of Ge and Si. For the experimental results,
we have compared our calculated spectra with the results for
low energy (10 eV) ions, for which the contribution of kinetic
electron emission is negligible, as it is not considered in our
model. We can see that overall, the shape of the calculated
yield spectra matches reasonably well with the experimental
one. The total SEE yield coefficients γ , obtained by integrat-
ing the yield spectra [Eq. (8)], are given in Table II. For both Si
and Ge, the yield coefficients are larger for He+ than for Ne+,
due to the larger ionization energy of helium. We also observe
that the yield is found to be lower for Si(111) than Ge(111).
The calculated yield coefficients are in fair agreement with the
experimental values, with a slight overestimation for He+ on
Ge(111) and underestimation for Si(111).

For Ge(111), the high energy tail of the calculated spec-
trum is shifted slightly to higher energies, whereas for
Si(111), the tail is shifted in the opposite direction. These
discrepancies can be attributed to the error on the calculated
work function, which are compared with experiment for the
Si(111) and Ge(111) surfaces in Table I. We can see that
the calculated work function is lower than the experimental
result for Ge(111) and slightly higher for Si(111). Because
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FIG. 4. Experimental and calculated yield spectra for incoming He+ and Ne+ ions on Ge(111) and Si(111) surfaces. Also shown are the
initial yield spectra, i.e., without the addition of the electron cascades process described in Sec. III B, as well as the calculated yield spectra
when the vacuum level is adjusted using the experimental values for the work function in Table I.

the vacuum level determines the probability that an excited
electron can escape, the work function has a significant in-
fluence on the calculated yield. This influence becomes clear
when we look at the yield spectra calculated when adjusting
the vacuum level to the experimental work function, also
plotted in Fig. 4. It is clear that by increasing the work
function of Ge(111) to the experimental result, the tail of
the calculated yield spectrum for both He+ and Ne+ shifts
to lower energies, slightly below the tail of the experimental
spectrum. For Si(111) the difference between the calculated

TABLE I. Calculated work functions φ, compared with those
calculated by De Waele et al. (φref ) [40] and experimental values
(φexp).

Surface φ (eV) φref (eV) φexp (eV)

Ge(111) 4.548 4.569 5.00a

Si(111) 4.902 4.889 4.79b

aPolycrystalline sample from Michaelson [38].
bAveraged value from Kawano [39].

and experimental work function is smaller, leading to only a
minor shift in the spectra. It should be noted that although the
use of the experimental work function leads to an improve-
ment of the calculated yield spectra for the results presented
here, the experimental results for the work function can vary
significantly, approximately with the same magnitude as the
expected inaccuracy on ab initio calculated work functions
[33]. Because the calculation of the SEE yield is sensitive to
the vacuum level, the difficulty in accurately determining the
work function adds another challenge to the calculation of the
ion-induced emission coefficient γ .

In order to determine the contribution of the electron
cascade process, Fig. 4 also shows the yield spectrum of
the initial neutralization step, i.e., without adding any of
the escaped electrons due to electron cascades. For all
of the ion-surface combinations, the electron cascades in-
crease the number of low energy electrons substantially.
Hence, by considering electron cascades, we can obtain the
missing low energy electrons in Hagstrum’s original ap-
proach, without introducing a large anisotropy in the initial
direction of the excited electrons. If we look at the fraction fc

of the contribution of the electron cascades to the final SEE
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TABLE II. Calculated yield γ , compared with the experimental
values of Hagstrum (γexp) [6]. The fraction fc of the contribution
of the electron cascade process to the total yield, expressed as a
percentage, as well as the calculated yield using the experimental
work function γφ are also tabulated.

Surface Ion γ fc (%) γφ γexp

Ge(111) He+ 0.205 41 0.156 0.196
Ne+ 0.125 28 0.102 0.138

Si(111) He+ 0.166 32 0.176 0.188
Ne+ 0.100 22 0.106 0.128

yield (Table II), we can see that on average approximately
31% of the total yield is a result of electron cascade process.
Moreover, the contribution is higher for Ge than for Si, most
likely due to the larger band gap of Si, which results in a larger
minimum energy loss for the scattered electrons. The higher
value of fc for He+ impact compared to Ne+ is because the
larger ionization energy of He+ allows for more iterations in
the electron cascade process.

However, when the high energy tail of the the yield
spectrum is reproduced accurately, the model still underesti-
mates the yield spectra. This can in part be explained by the
anisotropy of the system caused by the incoming ion, which
means that the distribution of the direction of the wave vectors
P(ε) is most likely not fully isotropic. This was Hagstrum’s
motivation for introducing the α and β parameters, in order to
skew the direction of the excited electrons towards the surface.
Our results indicate that Hagstrum most likely overestimated
the anisotropy when fitting these parameters, as he did not
consider the contribution of the electron cascades to the
yield spectrum. However, the fact that we adopt an isotropic
distribution could explain the underestimation of the yield in
the results. Second, considering the matrix elements to be
constant means that we treat all electronic energy levels on an
equal footing. It is possible that including the calculation of
the matrix elements could result in an increased participation
of high energy electrons in the Auger neutralization, pro-
ducing excited electrons with higher average energies. This
extra energy would be passed on in the cascade process and
hence result in an increase of the overall yield. The fact that
our results match fairly well with experiment, however, is
an indication that this effect would likely be small and that

considering the matrix elements to be constant is a reasonable
approximation for Ge and Si.

V. CONCLUSIONS AND OUTLOOK

Starting from Hagstrum’s model, we have presented a
method for calculating the SEE yield of incoming ions on
semiconductor surfaces and have applied it to incident He+

and Ne+ ions on the (111) surface of Ge and Si. By deter-
mining the required input using ab initio DFT calculations, as
well as using a different expression for the escape function, we
have eliminated the parameters Hagstrum used in his model.
Furthermore, we have implemented the concept of electron
cascades, obtaining the low energy electrons missing in our
initial spectra. Using this approach, we have found spectra that
match closely to experiment, both in shape as well as the total
calculated yield.

Calculating accurate SEE yield coefficients from first prin-
ciples is a challenging undertaking, both due to the complexity
of the processes involved, as well as their sensitivity to the
vacuum level. Although our model gives good results for Ge
and Si, more experimental data on the ion-induced electron
emission from semiconductors would provide a valuable op-
portunity to further validate our approach. In a next step, we
can also extend the application of our model to metals, for
which more experimental results are available. However, it is
well known that plasmon excitations play an important role
in the interaction of ions and metallic surfaces [19,41,42], so
any attempt to calculate γ for metals would have to include
a suitable implementation of collective excitations of the
electrons in the surface. We aim to introduce such an extension
of our model in a forthcoming paper.
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