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#### Abstract

The effect of anisotropy in the energy spectrum on the binding energy and structural properties of excitons, trions, and biexcitons is investigated. To this end we employ the stochastic variational method with a correlated Gaussian basis. We present results for the binding energy of different excitonic complexes in black phosphorus (bP) and $\mathrm{TiS}_{3}$ and compare them with recent results in the literature when available, for which we find good agreement. The binding energies of excitonic complexes in bP are larger than those in $\mathrm{TiS}_{3}$. We calculate the different average interparticle distances in bP and $\mathrm{TiS}_{3}$ and show that excitonic complexes in bP are strongly anisotropic whereas in $\mathrm{TiS}_{3}$ they are almost isotropic, even though the constituent particles have an anisotropic energy spectrum. This is also confirmed by the correlation functions.
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## I. INTRODUCTION

One of the most important properties of atomically thin two-dimensional (2D) materials is the fact that the Coulomb interactions between different charge carriers are very strong. As a result, the binding energies of excitons, trions, and biexcitons in 2D materials with a band gap can be up to two orders of magnitude larger than in conventional semiconductors [1-5]. 2D transition-metal dichalcogenides (TMDs) form a well-known class of materials in which these strongly bound excitons [6-10], trions [8,11,12], and biexcitons [13] were recently observed.

Another type of 2D semiconductor is monolayer black phosphorus (bP), also called phosphorene [14,15], which, as opposed to TMDs, exhibits a highly anisotropic band structure [16,17]. It is also well suited for technological applications such as field effect transistors [18] and photodetector devices [19,20]. Transition-metal trichalcogenides [21] form another class of anisotropic 2D semiconductors [22]. Recently, monolayer $\mathrm{TiS}_{3}$, the prototypical representative of this class, has been synthesized and proposed as a candidate for application in transistors [23,24]. This material exhibits a peculiar anisotropic band structure in which the conduction band is flatter in the $k_{x}$ direction whereas the valence band is flatter in the $k_{y}$ direction. Thus the anisotropy directions of electrons and hole bands are different from each other. This is in contrast to bP in which both the conduction and the valence band are flatter in the $k_{y}$ direction. Both these anisotropic 2D materials show interesting properties such as linear dichroism [25-27] and Faraday rotation [28].

In the present paper we investigate the binding energy and structural properties of excitons, trions, and biexcitons in bP and $\mathrm{TiS}_{3}$. We employ the stochastic variational method (SVM) using a correlated Gaussian basis [29,30]. This approach was

[^0]successfully used to describe the binding energy of excitons, trions, and biexcitons in semiconductor quantum wells [4] and more recently in 2D TMDs [31-33].

Our paper is organized as follows. In Sec. II we present an outline of our model and the stochastic variational method. The numerical results are discussed in Sec. III. In Sec. IV we summarize the main conclusions.

## II. MODEL

The low-energy Hamiltonian for an $N$-particle excitonic complex can be written as

$$
\begin{equation*}
H=\sum_{i=1}^{N}\left(\frac{\hbar^{2} k_{i, x}^{2}}{2 m_{i}^{x}}+\frac{\hbar^{2} k_{i, y}^{2}}{2 m_{i}^{y}}\right)+\sum_{i<j}^{N} \operatorname{sgn}\left(q_{i} q_{j}\right) V\left(\left|\boldsymbol{r}_{i}-\boldsymbol{r}_{j}\right|\right) \tag{1}
\end{equation*}
$$

with $q_{i}$ and $m_{i, x(y)}$ the charge and effective mass in the $x(y)$ direction of particle $i$. The interaction potential $V(r)$ is, due to nonlocal screening effects, given by [34-36]

$$
\begin{equation*}
V(r)=\frac{e^{2}}{4 \pi \kappa \varepsilon_{0}} \frac{\pi}{2 r_{0}}\left[H_{0}\left(\frac{r}{r_{0}}\right)-Y_{0}\left(\frac{r}{r_{0}}\right)\right] \tag{2}
\end{equation*}
$$

where $Y_{0}$ and $H_{0}$ are the Bessel function of the second kind and the Struve function, respectively, with $\kappa=\left(\varepsilon_{1}+\varepsilon_{2}\right) / 2$ where $\varepsilon_{1(2)}$ is the dielectric constant of the environment above (below) the material, and with $r_{0}=d \varepsilon /(2 \kappa)$ the screening length where $d$ and $\varepsilon$ are, respectively, the thickness and the dielectric constant of the material. For $r_{0}=0$ this potential reduces to the bare Coulomb potential $V(r)=e^{2} /\left(4 \pi \kappa \varepsilon_{0} r\right)$. Increasing the screening length leads to a decrease in the short-range interaction strength while the long-range interaction strength is unaffected. For very large screening lengths $r_{0} \rightarrow \infty$ the interaction potential becomes logarithmic, i.e., $V(r)=e^{2} /\left(4 \pi \kappa \varepsilon_{0} r_{0}\right) \ln \left(r_{0} / r\right)$. In the above Hamiltonian we have assumed that the electron and hole bands are parabolic, which is a good approximation for the low-energy spectrum of the considered materials.

The Schrödinger equation for the few-particle system cannot be solved exactly for trions and biexcitons, although a direct numerical solution can be found for excitons. Therefore, in order to calculate the energies of the different excitonic complexes described by the above Hamiltonian, we employ the SVM in which the many-particle wave function $\Psi\left(\boldsymbol{r}_{1}, \ldots, \boldsymbol{r}_{N}\right)$ is expanded in a basis of size $K[29,30]$ :

$$
\begin{equation*}
\Psi_{S, M_{S}}\left(\boldsymbol{r}_{1}, \ldots, \boldsymbol{r}_{N}\right)=\sum_{n=1}^{K} c_{n} \varphi_{S, M_{S}}^{n}\left(\boldsymbol{r}_{1}, \ldots, \boldsymbol{r}_{N}\right) \tag{3}
\end{equation*}
$$

where the basis functions are taken as correlated Gaussians:

$$
\begin{equation*}
\varphi_{S, M_{S}}^{n}\left(\boldsymbol{r}_{1}, \ldots, \boldsymbol{r}_{N}\right)=\mathcal{A}\left(e^{-\left(\boldsymbol{x}^{T} A_{n}^{x} x+\boldsymbol{y}^{T} A_{n}^{y} \boldsymbol{y}\right) / 2} \chi_{S, M_{S}}^{n}\right) \tag{4}
\end{equation*}
$$

where $\boldsymbol{x}$ and $\boldsymbol{y}$ are vectors containing, respectively, the $x$ components and $y$ components of the different particles. The matrix elements $\left(A_{n}^{x(y)}\right)_{i j}$ are the variational parameters and form a symmetric and positive-definite matrix $A_{n}^{x(y)} \cdot \chi_{S, M_{S}}^{n}$ is the total spin state of the excitonic complex corresponding to the total spin $S$ and $z$ component of the spin $M_{S}$, which are conserved quantities. This total spin state is obtained by adding step by step single-particle spin states. Therefore, multiple total spin states belonging to the same $S$ and $M_{S}$ value are possible, as these can be obtained by different intermediate spin states. For excitons and biexcitons we consider the $\left(S, M_{S}\right)=(0,0)$ singlet state and for trions we consider the $\left(S, M_{S}\right)=(1 / 2,1 / 2)$ doublet state. Finally, $\mathcal{A}$ is the antisymmetrization operator for the indistinguishable particles. The matrix elements of the different terms of the Hamiltonian between these basis functions can be calculated analytically [31].

To find the best energy value, we randomly generate matrices $A_{n}^{x(y)}$ and a spin function $\chi_{S, M_{S}}^{n}$ multiple times. The wave function with the set of parameters that gives the lowest energy is then retained as a basis function, and we now have a basis of dimension $K=1$. Subsequently, we again randomly generate a set of parameters and calculate the energy value in the $K=2$ basis consisting of our previously determined basis function and the new trial basis function. This is repeated multiple times and the trial function that gives the lowest energy value is then retained as the second basis function. Following this procedure, each addition of a new basis function assures a lower variational energy value and we keep increasing our basis size until we reach convergence of the energy value. Here, we found that a basis size of $K=50$ for excitons and $K=250$ for trions and biexcitons results in an energy convergence of $0.001,0.1$, and $1 \mu \mathrm{eV}$, respectively. This procedure is explained in more detail in Ref. [29].

The binding energies for excitons, trions, and biexcitons are, respectively, given by $E_{b}^{e x c}=-E^{e x c}, E_{b}^{t r i}=E^{e x c}-$ $E^{t r i}$, and $E_{b}^{b i}=2 E^{e x c}-E^{b i}$, where $E^{e x c}, E^{t r i}$, and $E^{b i}$ are, respectively, the exciton, trion, and biexciton energy.

We will calculate the correlation function between two particles $i$ and $j$, defined as

$$
\begin{equation*}
C_{i j}(\boldsymbol{r})=\frac{\langle\Psi| \delta\left(\boldsymbol{r}_{i}-\boldsymbol{r}_{j}-\boldsymbol{r}\right)|\Psi\rangle}{\langle\Psi \mid \Psi\rangle} \tag{5}
\end{equation*}
$$

which is the probability distribution of particles $i$ and $j$ being separated by a vector $\boldsymbol{r}$ and therefore satisfies

$$
\begin{equation*}
\int C_{i j}(\boldsymbol{r}) d \boldsymbol{r}=1 \tag{6}
\end{equation*}
$$

The average distance between particles $i$ and $j$ is then obtained by

$$
\begin{equation*}
\left\langle r_{i j}\right\rangle=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \sqrt{x^{2}+y^{2}} C_{i j}(x, y) d x d y \tag{7}
\end{equation*}
$$

Analogously we define the interparticle distance in the $x$ and $y$ direction as

$$
\begin{align*}
& \left\langle x_{i j}\right\rangle=\sqrt{\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} x^{2} C_{i j}(x, y) d x d y} \\
& \left\langle y_{i j}\right\rangle=\sqrt{\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} y^{2} C_{i j}(x, y) d x d y} \tag{8}
\end{align*}
$$

## III. RESULTS

In Fig. 1 we show the exciton binding energy for a general system as a function of the electron band mass in the $k_{x}$ direction for different values of the electron band mass in the $k_{y}$ direction. We study two distinct situations: (i) identical electron and hole masses (solid curves) and (ii) opposite electron and hole masses (the $k_{x}$ component of one equals the $k_{y}$ component of the other and vice versa) (dashed curves). We see that the binding energy for identical electron and hole masses is always larger than that for opposite masses except when the masses in the $k_{x}$ and $k_{y}$ direction are equal, i.e., at $m_{e}^{x}=0.1 m_{0}, m_{e}^{x}=m_{0}$, and $m_{e}^{x}=4 m_{0}$ for the blue, red, and black curves, respectively, as in this case the two situations are identical. This can be explained by the fact that the reduced mass $\mu^{x(y)}=m_{e}^{x(y)} m_{h}^{x(y)} /\left(m_{e}^{x(y)}+m_{h}^{x(y)}\right) \leqslant$ $\min \left(m_{e}^{x(y)}, m_{h}^{x(y)}\right)$, implying that in the opposite mass case $\mu^{x}=\mu^{y}$ will remain small when $m_{e}^{x}=m_{h}^{y}$ becomes large.


FIG. 1. Exciton binding energy as a function of $m_{e}^{x}$ for $m_{e}^{y}=$ $0.1 m_{0}$ (blue), $m_{e}^{y}=m_{0}$ (red), and $m_{e}^{y}=4 m_{0}$ (black) for ( $m_{h}^{x}, m_{h}^{y}$ ) $=$ $\left(m_{e}^{x}, m_{e}^{y}\right)$ (solid) and $\left(m_{h}^{x}, m_{h}^{y}\right)=\left(m_{e}^{y}, m_{e}^{x}\right)$ (dashed). We take $r_{0}=$ $40 \AA$ and $\varepsilon_{b}=\varepsilon_{t}=1$.

TABLE I. Charge carrier masses [37] and screening lengths for bP and TiS ${ }_{3}$.

|  | $m_{e}^{x}\left(m_{0}\right)$ | $m_{e}^{y}\left(m_{0}\right)$ | $m_{h}^{x}\left(m_{0}\right)$ | $m_{h}^{y}\left(m_{0}\right)$ | $r_{0}(\AA)$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| bP | 0.20 | 6.89 | 0.20 | 6.89 | $27.45[38]$ |
| $\mathrm{TiS}_{3}$ | 1.52 | 0.40 | 0.30 | 0.99 | $44.34[39]$ |

Since excitonic properties are determined by the reduced mass and not the individual masses, this means that excitons in this system are isotropic and always 2D (even though the constituent particles are quasi-1D in the limit of large $m_{e}^{x}=$ $m_{h}^{y}$ ) because of the limited reduced masses and therefore have limited binding energy. In the identical mass case, however, $\mu^{x(y)}=m_{e}^{x(y)} / 2=m_{h}^{x(y)} / 2$ and therefore $\mu^{x}$ increases linearly with increasing $m_{e}^{x}=m_{h}^{x}$ whereas $\mu^{y}$ remains constant. Excitons in this system are anisotropic and are quasi-onedimensional (quasi-1D) in the limit of large $m_{e}^{x}=m_{h}^{x}$ and therefore their binding energy is large due to the additional confinement.

For the remainder of the calculations we will use the parameters given in Table I. In Table II we show the binding energies for excitons, negative trions, and biexcitons for bP and $\mathrm{TiS}_{3}$ suspended in vacuum and on a $\mathrm{SiO}_{2}$ substrate and compare them with other theoretical studies using diffusion Monte Carlo [40], the Numerov approach [41], a simple variational method [38], and first-principles Bethe-Salpeter simulations [39,42,43]. For bP, our results differ at most $16 \%$ from those of Ref. [40]. More specifically, for excitons the agreement is best with the results of Ref. [42] (a difference of $0.3 \%$ for vacuum) and least good with the results of Ref. [38]

TABLE II. Exciton ( $X$ ), negative ( $X^{-}$) and positive $\left(X^{+}\right)$trion, and biexciton ( $X_{2}$ ) binding energies ( meV ) for bP and $\mathrm{TiS}_{3}$ for different substrates, compared with previous theoretical studies. We use $\varepsilon_{r}=3.8$ for $\mathrm{SiO}_{2}$ and $\varepsilon_{r}=4.4$ for $\mathrm{hBN}(\mathrm{hBN} \times 2$ denotes encapsulation in hBN ).

|  | Substrate | bP |  | $\mathrm{TiS}_{3}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | SVM | Theory | SVM | Theory |
| $X$ | Vacuum | 832.4 | 743.9 [40], 760 [41] | 537.1 | 560, 590 [39] |
|  |  |  | 710 [38], 830 [42] |  | 920 [43] |
|  | $\mathrm{SiO}_{2}$ | 483.6 | 405.0 [40], 400 [41] | 314.7 | 330 [39] |
|  |  |  | 380 [38] |  |  |
|  | hBN | 443.7 |  | 289.0 |  |
|  | $\mathrm{hBN} \times 2$ | 293.8 |  | 191.7 |  |
| $X^{-}$ | Vacuum | 56.3 | 51.6 [40] | 34.9 | 32 [39] |
|  | $\mathrm{SiO}_{2}$ | 39.6 | 34.2 [40] | 25.3 | 23 [39] |
|  | hBN | 37.3 |  | 23.9 |  |
|  | $\mathrm{hBN} \times 2$ | 27.2 |  | 17.8 |  |
| $X^{+}$ | Vacuum | 56.3 | 53 [40] | 34.0 | 36 [39] |
|  | $\mathrm{SiO}_{2}$ | 39.6 |  | 24.2 | 26 [39] |
|  | hBN | 37.3 |  | 22.8 |  |
|  | $\mathrm{hBN} \times 2$ | 27.2 |  | 16.7 |  |
| $X_{2}$ | Vacuum | 40.1 | 40.9 [40] | 25.8 |  |
|  | $\mathrm{SiO}_{2}$ | 33.0 |  | 21.8 |  |
|  | hBN | 31.8 |  | 21.1 |  |
|  | $\mathrm{hBN} \times 2$ | 25.9 |  | 17.5 |  |

(a difference of $21 \%$ for $\mathrm{SiO}_{2}$ ), which are obtained using a simple variational method. To the best of our knowledge, there are no other theoretical results for biexcitons in bP on a $\mathrm{SiO}_{2}$ substrate. The binding energies for $\mathrm{TiS}_{3}$ are in general smaller than those for bP. Our results agree very well, i.e., differing at most $9 \%$, with those from Ref. [39], which are obtained by numerically solving the relative Schrödinger equation either directly (excitons) or using an imaginary time evolution operator (trions). The authors also calculate the exciton binding energy for $\mathrm{TiS}_{3}$ in vacuum by solving the Bethe-Salpeter equation and find 590 meV , which is in good agreement with our result. However, the result from Ref. [43] which is obtained using first-principles Bethe-Salpeter simulations, differs almost a factor 2 from our result and those of Ref. [39].

The results for both bP and $\mathrm{TiS}_{3}$ on a hexagonal boron nitride ( hBN ) substrate are, due to the similar dielectric constant, close to those for a $\mathrm{SiO}_{2}$ substrate. However, when the materials are encapsulated in hBN the binding energies of the excitonic complexes are considerably smaller. Furthermore, we find that the biexciton binding energy is almost always smaller than the trion binding energy. However, this difference becomes smaller with increasing substrate screening and eventually leads to the biexciton binding energy being larger than the positive trion binding energy for $\mathrm{TiS}_{3}$ encapsulated in hBN. This is consistent with the general results of Ref. [44] which showed that both anisotropic band masses and a reduced screening length (in this case due to an increased $\kappa$ ) lead to an increase of the biexciton binding energy with respect to the trion binding energy. Finally, we find that the negative and positive trion binding energies are equal in bP because we assumed equal electron and hole band masses. In Ref. [40] a difference of $2.6 \%$ between these two excitonic systems was found. For $\mathrm{TiS}_{3}$ we find that the negative trion binding energy is larger than the positive trion binding energy, whereas the opposite behavior was found in Ref. [39].

There are only few experimental works studying excitonic systems in monolayer bP. An exciton binding energy of $900 \pm$ 120 meV and 300 meV was found in Ref. [45] and Ref. [46], respectively. Both studies used a $\mathrm{SiO}_{2}$ substrate. The former differs about a factor 2 from our results (and even more from the other theoretical results), although it is remarkable that this value is in good agreement with the theoretical results for bP suspended in vacuum. It is possible that the experiment was accidentally performed on a part of the material which was lifted from the substrate. The result of Ref. [46] is in reasonable agreement with our result, i.e., a difference of $21 \%$. This study also found a trion binding energy of 100 meV , again on a $\mathrm{SiO}_{2}$ substrate, which differs about a factor 3 from our result and that of Ref. [40]. To the best of our knowledge, there are no experimental results available for biexcitons in bP and for monolayer $\mathrm{TiS}_{3}$ in general.

In Table III we show the average interparticle distances, total as well as resolved in the $x / y$ direction, for excitons, trions, and biexcitons in bP and $\mathrm{TiS}_{3}$. In general, the interparticle distances are larger in $\mathrm{TiS}_{3}$ as compared to bP, which is in correspondence with the smaller binding energies found in Table II. Excitons exhibit the smallest interparticle distance, as can be expected. More remarkably, trions show larger interparticle distances than biexcitons, even though their binding energy is larger. This is similar to what was found earlier

TABLE III. Exciton, negative trion, and biexciton average interparticle distances $(\AA)$, total and in the $x / y$ direction, for bP and $\mathrm{TiS}_{3}$ suspended in vacuum.

|  | bP |  |  | $\mathrm{TiS}_{3}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $r_{\text {eh }}$ | $r_{e e}$ | $r_{h h}$ | $r_{\text {eh }}$ | $r_{e e}$ | $r_{h h}$ |
|  | $x_{e h}$ | $x_{e e}$ | $x_{h h}$ | $x_{\text {eh }}$ | $x_{e e}$ | $x_{\text {hh }}$ |
|  | $y_{e h}$ | $y_{e e}$ | $y_{h h}$ | $y_{e h}$ | $y_{e e}$ | $y_{h h}$ |
| Exciton | 6.78 |  |  | 9.15 |  |  |
|  | 8.17 |  |  | 7.76 |  |  |
|  | 2.33 |  |  | 7.42 |  |  |
| Trion | 12.18 | 20.06 |  | 15.22 | 24.32 |  |
|  | 16.07 | 23.37 |  | 13.11 | 18.30 |  |
|  | 3.52 | 4.96 |  | 13.26 | 19.67 |  |
| Biexciton | 10.62 | 14.72 | 14.72 | 13.22 | 17.47 | 17.84 |
|  | 13.61 | 17.46 | 17.46 | 11.32 | 13.11 | 15.03 |
|  | 3.15 | 3.84 | 3.84 | 11.18 | 14.63 | 13.47 |

in monolayer transition-metal dichalcogenides [31,33]. Furthermore, the average distance between particles of equal charge is larger than that between particles of opposite charge. Looking at the $x / y$-resolved interparticle distances, we see that the excitonic complexes in bP are strongly anisotropic, with the interparticle distances in the $x$ direction a factor 4-5 larger than those in the $y$ direction, whereas the excitonic complexes in $\mathrm{TiS}_{3}$ are almost isotropic. It is also interesting to note that the electron-electron and hole-hole interparticle distances are identical in bP , due to the identical electron and hole band masses, whereas they are slightly different in $\mathrm{TiS}_{3}$. More specifically, in $\mathrm{TiS}_{3}$, the difference between the electron-electron and hole-hole interparticle distances in the $x / y$ direction is more pronounced than the difference between the total electron-electron and hole-hole interparticle distances. Furthermore, in the $x$ direction the electrons are located closer together than the holes, whereas in the $y$ direction the opposite is true. This agrees with the band masses in Table I, i.e., a larger electron band mass in the $x$ direction and a larger hole band mass in the $y$ direction. Contour plots of the electron-hole correlation functions for excitons in bP and $\mathrm{TiS}_{3}$ are shown in Fig. 2. This clearly shows the strongly anisotropic behavior of excitons in bP and the almost isotropic excitons in $\mathrm{TiS}_{3}$ as well as the fact that excitons in $\mathrm{TiS}_{3}$ are in general larger than those in bP , even though in bP they are slightly more spread out in the $x$ direction.


FIG. 2. Electron-hole correlation functions for excitons in bP (a) and $\mathrm{TiS}_{3}$ (b) suspended in vacuum.


FIG. 3. Electron-electron [(a),(b)] and electron-hole [(c),(d)] correlation functions for negative trions in $\mathrm{bP}[(a)+(\mathrm{c})]$ and $\mathrm{TiS}_{3}$ $[(b)+(d)]$ suspended in vacuum.

We show the electron-electron and electron-hole correlation functions for negative trions in bP and $\mathrm{TiS}_{3}$ in Fig. 3. This again shows the difference in (an)isotropy between the two materials, although now the slight anisotropy in $\mathrm{TiS}_{3}$ is also apparent in the electron-electron correlation function. The electron-electron correlation functions show two maxima along the $x$ direction, instead of one in the origin. This is a consequence of the Coulomb repulsion between the two electrons [5,40] and this effect is therefore not present in the electron-hole correlation functions. This figure also clearly shows the larger spatial extent of the electron-electron correlation functions as compared to the electron-hole correlation functions, which is consistent with the average interparticle distances shown in Table III.

For biexcitons the electron-electron correlation functions for bP and $\mathrm{TiS}_{3}$ are shown in Fig. 4. This shows that the electron-electron correlation functions for biexcitons are very similar to those in negative trions, except that the system is more compact.

## IV. SUMMARY AND CONCLUSION

In this paper, we studied the binding energy and structural properties of excitons, trions, and biexcitons in anisotropic


FIG. 4. Electron-electron correlation functions for biexcitons in bP (a) and $\mathrm{TiS}_{3}$ (b) suspended in vacuum.

2D materials using the stochastic variational method with a correlated Gaussian basis and presented numerical results for bP and $\mathrm{TiS}_{3}$.

We found that, in general, excitons in systems with equal electron and hole anisotropy have larger binding energies than those in systems with opposite electron and hole anisotropy, due to the anisotropy (isotropy) of the excitons in the former (latter) system. We also compared our results for the binding energy of different excitonic complexes in bP and $\mathrm{TiS}_{3}$ with other theoretical works and found good agreement.

Furthermore, we calculated the different average interparticle distances and found that excitonic complexes in bP are strongly anisotropic, with the interparticle distances in the $x$ direction a factor 4-5 larger than those in the $y$ direction,
whereas the excitonic complexes in $\mathrm{TiS}_{3}$ are almost isotropic. We also found that the electron-electron and hole-hole interparticle distances for biexcitons in $\mathrm{TiS}_{3}$ are slightly different due to the different band masses, which is most pronounced for the distances in the $x / y$ direction.

Finally, we calculated the correlation functions which clearly showed the anisotropic (isotropic) behavior of excitonic complexes in $\mathrm{bP}\left(\mathrm{TiS}_{3}\right)$, as well as the effects of Coulomb repulsion between particles with equal charge.
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