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Phase transition and spin-resolved transport in MoS2 nanoribbons
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The electronic structure and transport properties of monolayer MoS2 are studied using a tight-binding approach
coupled with the nonequilibrium Green’s function method. A zigzag nanoribbon of MoS2 is conducting due to
the intersection of the edge states with the Fermi level that is located within the bulk gap. We show that applying a
transverse electric field results in the disappearance of this intersection and turns the material into a semiconductor.
By increasing the electric field the band gap undergoes a two stage linear increase after which it decreases and
ultimately closes. It is shown that in the presence of a uniform exchange field, this electric field tuning of the
gap can be exploited to open low energy domains where only one of the spin states contributes to the electronic
conductance. This introduces possibilities in designing spin filters for spintronic applications.
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I. INTRODUCTION

The miniaturization process of semiconductor devices has
followed two strategies called “more Moore” and “more than
Moore.” In the latter, one of the important trends is finding new
semiconductor materials [1–3]. Materials with sizable band
gap are key materials for manufacturing field effect transistors
(FET) and optoelectronic devices (OPD). The discovery of
graphene has motivated scientists and technologists to study
graphene-related materials (GRM) for applications in the
next generation of nanodevices. Therefore, with zero-gap
graphene in retrospect, finding sizable GRM for manufacturing
nano-FETs and nano-OPDs constitutes the core of research
activities in the more than Moore strategy. Transition metal
dichalcogenides are a class of GRM with the formula MX2,
where M is a transition metal element from group VI (such as
Mo, W, and so on) and X is a chalcogen (S, Se, or Te). The
monolayer MX2 possesses a variety of polytypic structures
such as 1H, 1T, and 1T′. The 1H-MX2 in ABA stacking and 1T-
MX2 in ABC stacking have space groups P 6m2 and P 3m1, re-
spectively [4,5]. The 1T′-MX2 is a distorted 1T-MX2 structure
with respect to some M atoms. Bulk MoS2 is a semiconductor
with an intrinsic band gap of 1.2 eV [6]. The monolayer
MoS2 has a honeycomb lattice with potential applications in
two-dimensional nanodevices [7,8]. The monolayer MoS2 is
a direct gap semiconductor with a band gap of 1.8 eV [7] and
can be easily synthesized using scotch tape or lithium-based
intercalation [8,9]. The mobility of monolayer MoS2 can be
at least 200 cm2 V−1 s−1 at room temperature using hafnium
oxide as a gate dielectric [8]. Recently, MoS2 nanoribbons have
been manufactured using an electrochemical method [10].
Since MoS2 is a direct band gap semiconductor, it is suitable for
optical manipulations and opens access to many optoelectronic
applications [7,11,12]. In addition, both valley polarization
and valley coherence can be achieved by optical pumping
with circularly and linearly polarized light in MoS2 [13,14].
The electronic band structure and transport properties of bulk
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monolayer MoS2 have been investigated using first principles
and tight-binding models [15–23]. Magnetic exchange field
induced with the use of ferromagnetic substrates [24] or an
external magnetic field [25,26] have been recently shown to
be effective candidates for creating spin and valley polarized
currents in monolayer MoS2 sheets.

Studying the same effects on nanoribbons turns out to
be more challenging due to the appearance of edge states
for which simple two-band models lose their effectiveness.
Using spin-polarized first principle density functional theory
(DFT), Li et al. showed that zigzag (armchair) nanoribbons
of MoS2 show ferromagnetic (nonmagnetic) and metallic
(semiconducting) behaviors [27]. It has also been shown that
an armchair nanoribbon of MoS2 could be metallic and exhibits
a magnetic moment and, when passivated with hydrogen,
becomes semiconducting [28]. Zigzag nanoribbons of MoS2

are metallic and exhibit unusual magnetic properties regardless
of passivation [28]. Using first-principle calculation, Yue et al.
showed that the band gap of armchair MoS2 nanoribbons can
be significantly reduced and even be closed by applying a
transverse field, whereas such a band gap modulation is absent
under perpendicular field [29]. It has been shown that tensile
strain in the zigzag direction of a single-layer MoS2 zigzag
nanoribbon produces a reversible modulation of the magnetic
moments and exhibits an electronic phase transition [30]. This
strain-induced modulation can be enhanced or suppressed
further by applying an electric field [30].

The spin-dependent electronic structure and transport be-
havior of MoS2 nanoribbons can be profoundly affected by the
manipulation of the edges. This includes engineering various
shapes of defects and passivating the edges with hydrogen or
sulfur atoms [31]. Once these structural properties are imposed
on these materials, they cannot be manipulated further during
the actual use of the final device. To modify edge properties
when in use, a better option would be to tamper with the
electronic edge states rather than the edge structure. The idea
is to use a gate that produces an electric field. The change
induced in the material properties by applying an electric
field could also involve topological phase transitions. One
interesting example has been reported for the 1T′ structure of
transition metal dichalcogenides, in which a vertical electric
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field can transform the quantum spin Hall phase into a trivial
one by closing the gap in the material [32]. Such an electric
field can also be used to enhance the spin-filtering properties
that are initially induced by, e.g., defects [33] in graphene
nanoribbons. This motivated us to investigate whether or not
similar effects can be induced in MoS2 nanoribbons which
possess other interesting properties.

In this paper, we consider a monolayer of zigzag MoS2

nanoribbon in the 1H structure. We show how tunable spin-
resolved transport properties can be revealed in the presence
of a transverse electric and a uniform exchange field. We find
that by applying a transverse electric field, with a strength
larger than a critical value, the inverted band gap disappears
and the zigzag MoS2 nanoribbon turns into a semiconductor.
A uniform exchange field breaks time reversal symmetry but
preserves band inversion. Consequently, the exchange field can
be used to split the two spin states in a controllable manner.
By applying simultaneously transverse electric and exchange
fields, one can control the spin polarization, and perfect spin
filtering in the nanoribbon becomes possible. The structure of
our paper is as follows: In Sec. II, we describe the tight-binding
model for MoS2. The numerical results and discussions are
presented in Sec. III, and a summary is given in Sec. IV.

II. BASIC FORMALISM

A. Tight-binding description of MoS2

Xiao et al. [15] described the low-energy physics of mono-
layer MoS2 around the K and K ′ points using a simple Dirac
Hamiltonian. Cappelluti et al. [16] considered five orbitals
(4dx2−y2 ,4dxy,4dxz,4dyz,4d3z2−r2 ) for each molybdenum (Mo)
atom and three orbitals (3px,3py,3pz) for each sulfur (S) atom
and introduced an 11-band Hamiltonian for single as well
as multilayer MoS2. By performing an appropriate unitary
transformation which transforms the p orbitals of the top
and bottom S atoms into their symmetric and antisymmetric
combinations with respect to the z axis, one can write the
Hamiltonian of monolayer MoS2, around the energy gap,
as [17]

H =
∑

i,μν

εμ,νc
†
i,μci,ν +

∑

ij,μν

[tij,μνc
†
i,μcj,ν + H.c.], (1)

where c
†
i,μ(ci,μ) creates (annihilates) an electron in the unit cell

i in the atomic orbital labeled by μ = 1, . . . ,6 belonging to
the Hilbert space defined by the wave vector

�ψ = (
d3z2−r2 ,dx2−y2 ,dxy,p

S
x ,pS

y ,pA
z

)
, (2)

where the S and A superscripts of the p orbitals refer to
symmetric and antisymmetric combinations pS

i = 1/
√

2(pt
i +

pb
i ) and pA

i = 1/
√

2(pt
i − pb

i ), the index i runs over the spatial
directions i = x,y,z, and the labels t and b refer to the top
and bottom sulfur planes, respectively. Since all the hopping
terms tij,μ, and on-site energies, εμ,ν , within a Slater-Koster
scheme are given in Refs. [16,17], we will not repeat them
here. The spin-orbit coupling (SOC) effect is included through
the parameters 〈dx2−y2 |H |dxy〉 = −iλMŝz for the metal atom
and 〈px |H |py〉 = −i λX

2 ŝz for the chalcogen atoms where λM

and λX stand for the SOC strength of metal and chalcogen
atoms, respectively, and ŝz = ± indicates the z component

of the spin degrees of freedom [17]. The spin-dependent
conductance and spin polarization are studied using the tight-
binding nonequilibrium Green’s function method (TB-NEGF).
The TB-NEGF method is explained in detail in our previous
work [18].

B. Important notes about the Hamiltonian

Cappelluti et al. showed that at the K point, the minimum of
the conduction band (MCB) is constructed from contributions
of 4d3z2−r2 (0.82%) and 3px,3py (12%) and the other orbitals
(6%) with even parity with respect to the z → −z inversion
symmetry. They also showed that at the K point, the maximum
of the valence band (MVB) is constructed from contributions
of 4dx2−y2 ,4dxy (76%), 3px,3py (20%), and the other orbitals
(4%) with even parity [16]. The energy difference between
the MVB and MCB is 1.8 eV at the K point which is the
band gap of monolayer MoS2 [16]. It has been shown that the
second maximum at the � point (just 42 meV below the real
band edge at the K point) is composed of the 3pz and 4d3z2−r2

orbitals [16]. By examining Eq. (2), we can conclude that
the above-mentioned results are reproduced by the reduced
Hilbert space �ψ in which only the members with even parity
with respect to the z → −z transformation are included.

III. NUMERICAL RESULTS AND DISCUSSION

The monolayer 1H-MoS2 zigzag nanoribbon is schemati-
cally shown in Fig. 1. The length and width of the nanoribbon
are taken along x and y directions, respectively, and the
z direction is perpendicular to the Mo plane. In the following
subsections, we consider two different cases, namely the case
without including effects from the fields and the case in which
the effects of one or both fields have been taken into account.
This allows us to correctly analyze the effect of each term on
the spin-resolved transport behavior of the nanoribbons.

A. Transport in the absence of any fields

Figure 2 shows the energy dispersion curve of the nanorib-
bon for the two spin states when the width of the nanoribbon is
W = 20 Å. Because of time reversal symmetry the dispersion

FIG. 1. A zigzag monolayer MoS2 nanoribbon. Each unit cell
includes 8 Mo atoms and 16 S atoms and the transport channel is
composed of 240 atoms (i.e., we consider 10 unit cells along the
nanoribbon). The channel is connected to semi-infinite monolayer
nanoribbons of MoS2 as left and right leads. Mo atoms and S atoms
are shown in green and yellow color, respectively.
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FIG. 2. Energy dispersion of a 8-ZMoS2NR. The blue and red
curves correspond to spin-up and spin-down states, respectively.

of spin-down states is the mirror image of this diagram with
respect to the � point which is represented in this figure by
kx = π/a. As is apparent from the figure, the spectrum exhibits
a band inversion for the edge states which intersect with each
other at kx = 2.7/a and kx = 3.5/a where a = 3.16 Å is the
Mo-Mo distance. No energy gap is seen in the intersection
points, but the inverted gap (the energy difference between
peak and valley at kx = π point) equals 0.4 eV.

Figure 3(a) shows the local density of states (LDOS) at the
top Mo site (blue) and the bottom S site (red), and Fig. 3(b)
shows the conductance versus the electron energy (Ee). An
energy gap equal to 0.44 eV is seen in the LDOS for the top
edge atoms, but we see finite conductance in Fig. 3(b) in this
energy range. This means that the top edge has no contribution
to the conductance in this energy interval. To better understand
the nonzero conductance in the energy gap region of the LDOS,
we plot the square of the wave function (SWF) [21], |ψiμ|2,
which quantifies the relative contribution of the local orbitals
to the density of states along the width of the nanoribbon.
Figure 4 shows the SWF in this energy range at k = 4/a. It is
apparent that the edge states in this energy range are composed
almost exclusively of the orbital contributions from the bottom
edge. This confirms the previous description of the behavior of
these edge states [17–21]. The energy range where the stacking
of states at the top edge exists (as can be seen in Fig. 2) starts
from the top of the inverted gap region to the minimum of the
next edge state. There is another interval below the inverted gap
in which the exact opposite occurs, i.e., the top edge transport
region. These two energy ranges manifest themselves as two
minimum steps in the conductance [Fig. 3(b)].

B. The effect of external fields

1. Band gap opening by transverse electric field

Now we apply a transverse electric field via a gate voltage Vt

to the nanoribbon in the y direction. This can be experimentally
achieved by depositing two electrodes with the voltage Vt/2

FIG. 3. (a) Local density of states at top Mo site (blue) and
bottom S site (red) versus the electron energy for N = 8. (b) The
conductance versus electron energy (without SOC and electric and
exchange fields).

at y = 0 and −Vt/2 at y = w to create the required uniform
electric field across the MoS2 nanoribbon as was previously
proposed for graphene nanoribbons [34]. By increasing the
electric field the inverted band gap in the intersection region
begins to vanish. Then a regular energy band gap opens which
linearly increases with the electric field. Figure 5(a) shows the
band gap versus Vt . As the figure shows, there is a critical gate
voltage Vc such that for voltages smaller than Vc the inverted
gap is preserved for this nanoribbon width and consequently
metallic properties are preserved. Changing the transverse
electric field opens the gap linearly to a point at which it
transforms into a plateau with a small positive slope where
it builds up to a maximum. Then it decreases linearly until
it closes again. After the condition Vt > Vc is met, a gap
opens at the kx = π/a point and the nanoribbon behaves as a
semiconductor. This linear dependence of the band gap with
the magnitude of the transverse electric field modulation has
been reported recently for the 1T′ structural phase [32]. In
that case the transition between semiconducting and metallic
phase happens in an opposite way in which the intrinsic gap
begins to vanish linearly when the transverse electric field is
increased from zero.
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FIG. 4. Normalized square of the wave function, |ψiμ|2, of a
nanoribbon with N = 8 versus the position across the width for an
edge state above the inverted gap at kx = 4/a corresponding to an
energy E = 0.18 eV. The relative contribution of the different orbitals
is shown by solid lines for Mo orbitals and dashed lines for S orbitals.

Increasing the width of the nanoribbon has a small effect on
the resulting band gap as shown in Fig. 5(b). For that reason
all the results of this study are given for an 8-MoS2NR. The
maximum amount possible for the opened band gap is 0.52 eV
as shown in Fig. 5(c). This maximum actually depends slightly
on the nanoribbon width, nevertheless a value of 0.5 eV can
be reached by an appropriate value of the gate voltage for any
chosen width as can be inferred from the figure. Interestingly,
this maximum is roughly of the same magnitude as the one
for semiconducting armchair MoS2 nanoribbons [35] in the
absence of any field.

Although the TB model does not have the capability to
describe the half metallicity as predicted by first principles
calculations [36–38] in graphene, it has been successfully used
to describe the band gap tuning by a transverse electric voltage
in nanoribbons of graphene [34]. The main difference between
graphene and MoS2 is that ZGNR does not have band inversion
properties, and increasing the electric field merely amounts to
separating the partially flat bands around the Fermi energy in
ZGNR. Thus graphene does not involve any interesting phase
transition from a topological point of view.

2. The effect of an exchange field

If we introduce a ferromagnetic strip as a substrate, the
magnetic proximity effect causes the two spin states in
the entire Brillouin zone to move away from each other.
This phenomenon can be taken into account by adding the
term ŝzM

∑
i,μν c

†
i,μci,ν in which M is the magnitude of

the exchange energy [39]. This can be realized using a
ferromagnetic insulator such as EuO or EuS for which the
induced exchange energy ranges from 5 meV in graphene [40]
to a giant magnitude of 0.2 eV in a transition metal dichalco-
genide [41,42]. We will however investigate the gap opening
for exchange energies in a slightly wider range (0.0 to 0.4 eV)

(a)

(b)

(c)

FIG. 5. A transverse electric voltage across the width of the
nanoribbon is applied. (a) The band gap versus gate voltage for an
8-MoS2NR. (b) Variation of the band gap with nanoribbon width.
The value of the transverse field is in the plateau interval. (c) Contour
plot of the band gap versus transverse electric voltage and width of
the nanoribbon.

to be sure to include any possible experimental results in
MoS2. In contrast with the spin splitting induced by spin-orbit
coupling, exchange splitting breaks the time reversal symmetry
which is crucial for spin-polarizing electronic transport. The
exchange field shifts the spin-up bands to higher or lower
values depending on the sign of the exchange energy M , and
the opposite occurs for the spin-down state. This result is

235424-4



PHASE TRANSITION AND SPIN-RESOLVED TRANSPORT . . . PHYSICAL REVIEW B 94, 235424 (2016)

FIG. 6. Energy dispersion of a 8-ZMoS2NR when a uniform
exchange field with energy M = 0.2 eV is applied throughout
the nanoribbon width. The spin-up bands are shown in blue and
spin-down bands in red.

depicted in Fig. 6 for a 8-ZMoS2NR. Before applying the
exchange field, the time reversal symmetry would transform
the two spin states by k → −k. This relation is destroyed as
can be seen in the figure because the exchange interaction
breaks the TRS. The energy spectrum will never exhibit a gap
as a result of this type of field alone. As we will see in the next
section adding an external electric field will cause the exchange
field to be a gap tuning agent as well. Also any δE chosen in
the energy range around the Fermi level always contains states
of both spin types, and thus electronic transport is expected to
be the result of both spin states. This will be changed in the
following subsection where we turn on a transverse electric
field.

3. Perfect spin filtering

The ultimate goal of spin filtering relies upon a time reversal
symmetry breaking which splits the spin states in the energy
spectrum as a necessary but not sufficient condition, as we
accomplished in previous section. Now, we turn the transverse
electric field on. The energy gap which was previously opened
by applying the transverse electric field starts to disappear once
we turn on the exchange field and will be closed completely
when the exchange energy reaches a value of about 0.25 eV.
This can be seen in Fig. 7 showing the variation of the band
gap versus Vt and M when the width of the nanoribbon is equal
to 20 Å. The mechanism of this band gap closing is in contrast
with the previous one where only the electric field was able to
tune it. In this case the energy gap in the spectrum of one of the
spin states is filled by edge states which have the opposite spin
state. An example can be seen in Fig. 8 showing the energy
dispersion of a nanoribbon under the effect of an exchange field
with exchange energy M = 0.2 eV and a transverse electric
field corresponding to the potential Vt = 0.85 V. There is an
energy region (−0.6 eV < E < −0.2 eV) with only spin-up

FIG. 7. Contour plot of the variation of the energy gap versus
the electric and exchange fields for an 8-MoS2NR. The gap can be
opened to a maximum of about 0.5 eV.

states as well as a region filled exclusively with spin-down
states (−0.2 eV < E < 0.2 eV) around the Fermi energy.

Now if we retain all of the parameters which were used
to obtain Fig. 8 and increase the electric field slightly,
the touching of spin-up and spin-down bands at −0.2 eV
disappears and an energy gap opens. This could be inferred
from Fig. 7 assuming we keep a constant exchange energy
of 0.2 eV and increase the electric field. This way we
can create a three-state switch with spin-up-passing/block-

FIG. 8. Energy dispersion of an 8-ZMoS2NR when an exchange
field with exchange energy M = 0.2 eV and an electric potential
Vt = 0.85 V are applied throughout the nanoribbon width. The blue
curves are for the spin-up bands and the red curves are for the spin-
down band.
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both/spin-down-passing states depending on the electrochem-
ical potential.

It is instructive to compare this electronic structure with the
one of a graphene nanoribbon in the presence of a transverse
electric field. It is well known that applying a transverse
field to zigzag graphene nanoribbons leads to a half-metallic
state [36–38]. In the half-metallic state, there exists an energy
interval in which only one of the spin states contributes to
the conductance. This means that for the other states there
is an energy gap in the band structure. In other words, one

FIG. 9. Conductance and spin polarization of conductance in an
8-ZMoS2NR. (a) Quantum conductance as a function of energy
for the spin-up (blue curve) and spin-down (red curve) particles.
(b) Cumulative effect of carrier energy and transverse electric field
on the spin polarization of the conductance for an exchange energy
of 0.2 eV. The dark red and dark blue spots correspond to perfect
spin-up and spin-down filters, respectively.

of the spin states is filtered when we consider transport in
that energy range while such a filtering won’t occur for the
other spin state. In our case, both spin states have their own
band gaps in different energy intervals. Thus we have spin
filtering for both spin states depending on the magnitude of
the electrochemical potential. The energy gaps of the two spin
states can be overlapping depending on the magnitude of the
electric field. What is represented in Fig. 8 corresponds to the
case for which the gaps are adjacent to each other.

This result can be taken advantage of for creating a
spin-filtering device such that by tuning the energy of the
charge carriers in this energy interval, we will be able to switch
the type of the filter to be spin-up or spin-down. For this
purpose we use the NEGF method to calculate the conductance
of the nanoribbon with respect to the carrier energy. The
results are depicted in Fig. 9(a) as a representative of a perfect
spin filter. This effect is achievable for other values of fields
the whole range of which is included in the density map of
polarization for different values of the fields in Fig. 9(b). The
dark red and dark blue patches distinguishable in Fig. 9(b) are
regions in which the system becomes perfectly polarized for
spin-down and spin-up states, respectively.

4. Spin filtering in the presence of defects

While pristine nanoribbons of MoS2 have been recently
realized in laboratory [43,44], scalable production of this
material without defects is still a technological challenge.
Therefore it is important to examine how deviations from
pristine nanoribbons can affect the functionality of the device.
These defects usually occur as vacancies at the edges of
nanoribbons. Figure 10 shows the change in conductance for
the same system as the one depicted in Fig. 9(a) but with

FIG. 10. Conductance of an 8-ZMoS2NR with an isolated Mo
defect at the top edge. The curves of Fig. 9 are repeated as dashed
curves to make the deviations from the perfect system more evident.
Blue and red curves represent the conductance for spin-up and spin-
down states, respectively.
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an isolated Mo vacancy at the top edge. The conductance of
a perfect nanoribbon is shown by the dashed curve to make
the comparison easier. The results reveal that in the energy
range where the system filters the spin-up carriers (around
E = 0.0 eV), the conductance of spin-down states is still zero
and perfect filtering remains intact. The same happens for the
spin-down filtering (around E = 0.5 eV). Thus the vacancies
at the edges have no effect whatsoever on the functionality
of the device. Our calculations show that the same is true
for a sulfur vacancy at the bottom edge. In the energy range
where perfect spin filtering occurs the defective system shows
a lower conductance (solid curves) as compared to the perfect
one (dashed curves) because of the reflections from the defect
site, but for both spin states there are intervals in which the
magnitude of the conductance reaches more than half of the
previous one.

IV. SUMMARY AND CONCLUSION

The spin dependent transport properties in a monolayer
MoS2 zigzag nanoribbon were studied using the tight-binding
NEGF method. We showed that applying a transverse electric
field can turn the metallic zigzag MoS2 nanoribbon into a
semiconductor. This will destroy the intrinsic band inversion
characteristics, and the opened energy gap can be linearly
tuned up to a maximum of 0.52 eV by using a gate voltage.

This maximum value corresponds roughly to that for armchair
nanoribbons. Also the linear dependence of the band gap
increase/decrease as a function of the transverse field parallels
previously reported results for 1T′ structure which were based
on a first principles approach. However, the here-found phase
transition in the 1H structure occurs in the opposite direction,
i.e., metal to semiconductor rather than semiconductor to
metal.

When combined with the effect of an exchange field this
property could be used to perfectly filter any chosen spin state.
The results can help to open possibilities for designing spin
filters and switches to be utilized in spintronic applications.
On the other hand, the range of achievable direct energy gap
between zero and 0.5 eV using just an electric field will boost
the prospects of MoS2 for optical applications. Because the
opened band gap varies slowly with respect to the width of the
nanoribbon, the band gap magnitude of 0.5 eV is achievable
for virtually all nanoribbon widths, while for nanoribbons
narrower than 30 Å the maximum is slightly larger than 0.5 eV.
Calculations based on this model show that the perfect spin
filtering is robust against isolated defects at the edges for both
spin types.
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