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Abstract

A gliding arc plasma, operating at atmospheric pressure in a gas mixture of 50 % Ny and 50 %
Og, is studied using laser-induced fluorescence spectroscopy. The main goal is to determine the
two-dimensional distribution of both the gas temperature and the NO ground state density in the
afterglow. As gliding arc plasma discharges at atmospheric pressure normally produce rather high
NO, densities, the high concentration of relevant absorbers, such as NO, may impose essential
restrictions for the use of ”"classical” laser-induced fluorescence methods (dealing with excitation
in the bandhead vicinity), as the laser beam would be strongly absorbed along its propagation in
the afterglow. Since this was indeed the case for the studied discharge, an approach dealing with
laser-based excitation of separate rotational lines is proposed. In this case, due to a non-saturated
absorption regime, simultaneous and reliable measurements of both the NO density and the gas
temperature (using a reference fitting spectrum) are possible. The proposed method is applied
to provide a two-dimensional map for both the NO density and the gas temperature at different
plasma conditions. The results show that the input gas flow rate strongly alters the plasma shape,
which appears as an elongated column at low input gas flow rate and spreads laterally as the flow
rate increases. Finally, based on temperature map analysis, a clear correlation between the gas
temperature and NO concentration is found. The proposed method may be interesting for the
plasma-chemical analysis of discharges with high molecular production yields, where knowledge of
both molecular concentration and gas temperature is required.



1 Introduction

The process of converting stable nitrogen
molecules (N2) into more reactive N-containing
compounds, such as nitric oxide (NO), nitrogen
dioxide (NOg2), ammonia (NHs), etc. is known
as nitrogen fixation. Compared to No, these
compounds have weaker chemical bonds, thus,
allowing for atomic nitrogen (N) to be easily
accessible to living organisms. This process is
particularly relevant in agriculture, as the pro-
duction of nitrogen-containing fertilizers is re-
sponsible for most of the demand for nitrogen
compounds, registering in 2019 a consumption
of 107 million tons of N [1]. Nowadays, such de-
mand for nitrogen compounds is met with the
Haber-Bosch (H-B) process [2], which consists
of the catalytic synthesis of NHs. Due to the
high temperatures (650 K - 750 K) and pressures
(100 bars) required, the H-B process greatly ben-
efits from economies of scale and, thus, is mainly
performed in large and centralized facilities [3,
4]. Despite its good energy efficiency, the H-B
process is estimated to be responsible for ap-
proximately 1% of the world energy consump-
tion and 1% of the CO2 emissions in 2019 [5, 6],
making a rather urgent need for the development
of a ”greener” alternative for nitrogen fixation,
which could reduce the energy consumption and
the carbon footprint.

In this framework, it has been suggested
that the theoretical limit of the energy cost for
plasma-based nitrogen fixation into NO is lower
than what is theoretically achievable with the
H-B process, i.e., 0.35 MJ/mol. [3]. This is pos-
sible through the Zeldovich mechanism, where
N2 molecules react with atomic oxygen (O) and
form NO:

Na(g,v) + O — NO + N (1)

where g and v indicate the ground state and
a vibrationally excited state, respectively. As
stated, the Zeldovich reaction can occur from
both No(g) and Na(v). In the first case, it is de-
fined as the thermal Zeldovich mechanism, while
in the second case, it is called the ”vibrationally-
enhanced Zeldovich mechanism” [7]. In warm
plasmas, such as the GAP, the dominant process
is expected to be the thermal Zeldovich mech-
anism because of the high gas temperature of
several 1000 K. The produced N atom can then
further react with Og, also leading to NO pro-
duction:

Oy + N — NO + O. (2)
Part of the produced NO can be either lost
through the Zeldovich back reaction (i.e. the
opposite reaction of equations (1) and (2) ) or
be further oxidized, forming NO,:

(4)

Gliding arc (GA) plasmas are considered a
promising alternative to the H-B process for ni-
trogen fixation. The main advantages of GA
plasmas consist in the possibility of operating
them at atmospheric pressure, allowing for rel-
atively easy industrial implementation, and in
the generation of a reduced electric field below
100 Td, which is beneficial for nitrogen oxida-
tion as it favors vibrational excitation over more
energetic processes such as electronic excitation
or ionization [8]. On the other hand, the Zel-
dovich mechanism for NO formation mainly pro-
ceeds thermally in GA plasmas, because the high
gas temperature yields pronounced vibrational-
translational relaxation, causing gas heating and



depopulation of the vibrational levels. Neverthe-
less, this thermal mechanism is also quite effi-
cient, due to the high temperatures, and explains
the good energy efficiency for nitrogen fixation
[8].

Today, the best performance obtained with a
gliding arc plasmatron (GAP) consists of a max-
imum NO, yield of 1.5% at an energy cost of
3.6 MJ/mol [7]. More success has been achieved
with rotating gliding arc (RGA) plasmas, whose
main difference from the GAP consists in the
shape of its electrodes: in this case, a cone-
shaped cathode is placed in a hollow anode. Such
modification ensures that a higher fraction of the
gas interacts with the arc, which is beneficial to
improve the reactor performance [9]. Consider-
ing a RGA, a 6 % NO,, yield with a 2.1 MJ/mol
energy cost was obtained with the introduction
of an effusion nozzle, used to lower the gas tem-
perature immediately after the plasma and pre-
vent the dissociation of NO into Ny and Og [10].
On the other hand, by increasing the pressure
in such a reactor up to 4 bar the overall equilib-
rium NO concentration increases, and the rate
of equation (4) becomes dominant over the Zel-
dovich back-reaction. This results in a yield up
to 4.8 % with an energy cost down to 1.8 M.J /mol
[11]. The main tool for the interpretation of
these results, both for GAP and RGA plasmas,
is the use of simulations to model the vibrational
and gas temperatures and species concentration
(NO, NOg, N, O) in the active region of the
plasma [7, 10, 12, 13]. More specifically, a kinetic
model proposed in [7] shows the time evolution
of the number densities of NO, NOg, N and O
in the GAP operating with Ny and Os, but the
experimental benchmark was limited to the final
NO, yield and energy cost [7]. Hence, there is
a strong need to experimentally determine the
plasma species densities and gas temperature to

support these modelling results.

Laser-induced fluorescence (LIF), as a diag-
nostic method for NO-containing plasmas, is
widely used for low-pressure plasmas [14, 15],
atmospheric pulsed plasmas [16] or, more in gen-
eral, when small (up to few tens of ppm) concen-
trations of NO are involved [17, 18]. Generally in
literature, NO bandheads corresponding to high
absorption are measured to maximise the LIF
signal intensity. This, however, is not possible
at the conditions under study here due to the
effect of the high density of the absorber (NO)
on the intensity of the laser beam. Indeed, if set
at the wavelength of one of the main NO band-
heads, the laser beam is poorly detectable after
passing the plasma volume. The LIF radiation
corresponding to such conditions, if detectable,
is characterized by a high non-uniformity along
the propagation axis of the laser beam and is
generally characterized by a weak intensity. And
yet, the measurement of the beam energy (or of
its intensity) is crucial in order to compare dif-
ferent LIF signals and to build a LIF line pro-
file. Thus, in order to be able to map the species
of interest when the absorption is too high, one
may consider working with an optical transition
corresponding to a weak absorption coefficient
[16].

For this reason, this work focuses on provid-
ing and testing an alternative LIF-based method
that could be suitable for plasmas with a high
density of absorbers.

This method is then used to determine the
spatial distribution of the gas temperature and
NO concentration in the afterglow of the plasma,
i.e., a few mm below the arc in a GAP used for
NF and to evaluate the impact of the experi-
mental parameters on these features. The study
of the afterglow can prove to be important to
gain more insight into possible back-reactions,



and to study quenching effects. To get a com-
plete picture of the process, the concentration
measurements are compared with the gas com-
position at the exhaust as measured by Fourier
transform infrared (FTIR) spectroscopy.

2 Setup

2.1 Gliding Arc Reactor

The schematics of the GAP are shown in fig-
ure la. A DC power supply (Technix SR12KV-
15KW) is connected, through a 4k resistor, to
the GAP cathode. The power supply had a nega-
tive polarity and it could provide an output volt-
age and current up to 12kV and 1.25 A, respec-
tively. As for the experimental measurements
the current was set to either 150 mA, 200 mA
or 250mA. The typical duration of the arc is
of the order of a few ms. The anode was di-
rectly connected to the main body of the re-
actor, which was grounded. A detailed repre-
sentation of the stainless steel electrodes can be
found in figure 1b. The two electrodes were sep-
arated by a 2mm gap and a Teflon fit ensured
that the cathode was electrically insulated from
the main body of the reactor. The inner diame-
ters of the cathode and the anode were 17.5 mm
and 14.2 mm, respectively. This ensured that the
gas, which was tangentially injected between the
electrodes, could operate in the reverse vortex
flow (RVF) regime. This configuration has been
proven to ensure better confinement of the arc
in the center of the electrodes, enhancing the
heat insulation and the fraction of gas flowing
into the arc [19, 20]. The GAP reactor was op-
erated at atmospheric pressure with a gas mix-
ture of 50 % N3 and 50 % Oy. Two different
total flow rates of 8 and 10 standard liters per
minute (slm) were used. The main body of the

reactor was cooled with a 20 cm diameter indus-
trial fan. The top of the main body of the re-
actor was equipped with four quartz windows.
The reactor exhaust is connected to an exter-
nal gas cell where the NO, concentrations are
measured with a Vertex 80v FTIR spectrometer
by Bruker. The internal RT-DLaTGS (Deuter-
ated Lanthanum a-alanine-doped Triglycine Sul-
fate) detector in the mid-IR region is used for
absorbance measurement. The gas cell length
is approximately 125 mm and is equipped with
two Si windows. A 2mm aperture is used, which
gives a resolution of 1cm™'. For each measure-
ment, 20 spectra acquired in the range between
1000 cm ™! and 3500 cm ™! were averaged.

2.2 LIF Setup

A Nd:YAG (neodymium-doped yttrium alu-
minum garnet) laser working at 355nm with
a 10Hz repetition rate pumped a solution of
Coumarin 2 dye in methanol. The beam was
generated in pulses with a Gaussian profile in
time with a 5ns full width at half maximum.
The Sirah Cobra Stretch dye laser was equipped
with a second harmonic generation unit, result-
ing in a wavelength that could be tuned between
approximately 217nm and 231nm. Before be-
ing injected into the plasma, the beam was col-
limated with a f/50cm lens. The LIF emission
from the plasma afterglow was collected with an
Andor iStar 740 Intensified Charge-Coupled De-
vice (ICCD) camera equipped with a CERCO
UV £/100cm lens and a (248 4+10) nm bandfilter.
The ICCD was placed in the z direction (perpen-
dicularly with respect to the laser beam path)
and synchronized with the laser using a DG645
digital delay generator. The x and y directions
are defined as the horizontal position (which is
parallel to the beam path) and the distance from
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Figure 1: Scheme of the experimental setup highlighting the electrical circuit and the laser beam
path, which probes the plasma afterglow, (a) and of the electrodes, located inside the highlighted
yellow cylinder, for which the most significant dimensions are shown (b). As a reference, the axes
used in figure 2 are highlighted. A 4k resistance (R) was placed between the GAP cathode and

the power supply.
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Figure 2: Cross section of the GAP system, seen
from the ICCD, showing the region of the plasma
afterglow. The region where LIF could be ob-
served is shown with a white circular dashed line.

A small part of the initial laser beam was redi-
rected toward an Ophir PE-9 energy meter head

("detector 17). A second identical energy me-
ter head (”detector 2”), also used as a beam
dump, was used to measure the beam energy af-
ter passing the plasma afterglow. Due to the
reactor design, the region that could be probed
with LIF was limited and depended on the size
of the quartz windows as schematized in figure
2. This allowed the plasma afterglow to be op-
tically probed in the distance range (from the
anode) of 10 and 40 mm and prevented the elec-
tric arcs from being observable with the camera.
Near the anode (i.e., GAP reactor outlet) a small
arc is drawn, which is typically observed just a
few mm outside the GAP [19, 21]. A known gas
mixture of 1% NO in Ar was available for cali-
bration.



3 LIF methodology implemen-
tation

3.1 Temperature measurements

The region near the band head of the NO(X, v =
0) — NO(A,v = 0) transition was avoided due
to a strong laser absorption causing the absorp-
tion signal to scale non-linearly with the ab-
sorber density. Therefore, LIF was performed
with the wavelengths around the two peaks ob-
served at 224.792nm and at 224.823nm where
the absorbance was lower, allowing the laser en-
ergy to be detectable at detector 2 and, thus,
to estimate the beam energy. With this con-
figuration, the J = 33.5 (Q-branch) and the J
= 21.5 (R-branch) rotational lines of the transi-
tion NO(X, v = 0) — NO(A, v = 0) could be,
respectively excited. The NO then de-excited to,
among many other levels, the NO(X, v = 2) state
corresponding to a rotational band with a band-
head at about 248 nm. In this work, this line
ratio demonstrated high Tg.s sensitivity, along
with a linear absorption regime and a clearly de-
tectable laser beam energy at detector 2 and,
therefore, it was chosen for Ty,s measurements.
A NO LIF spectrum simulated to LIFBASE is
shown in figure 3 as a reference. The J = 33.5
and the J = 21.5 transition are highlighted.
Figure 4 shows an example of the LIF image
captured with the camera. The axes represent
the horizontal position and the distance in the
afterglow, measured from the anode (as shown
in figure 2) expressed in mm. To study the evo-
lution of the LIF signal along the laser beam,
the region corresponding to the beam path was
horizontally subdivided into smaller integration
areas where the LIF signal was analyzed sep-
arately. In general, the LIF signal intensity
(Irrr) corresponding to the laser-induced exci-
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Figure 3: LIF NO signal simulated with LIF-
BASE with Ty;, = Tyt = 1000K

tation from state j to ¢ and the consequent de-
excitation from state ¢ to k can be expressed as
follows [22]:

AirBji
Qi+, A’

where C' is a constant, n; is the density of the
state j, Ej,s is the energy of the laser pulse, A
and Bj; are the Einstein emission and absorp-
tion coefficients, respectively, A;; is the Einstein
emission coefficient from state ¢ to a generic state
[ and @); is the collisional quenching rate. Equa-
tion (5) represents a linear regime when fluores-
cence intensity scales with the laser energy. An
example of the LIF intensity spectrum, and the
fit evaluated with LIFBASE, a free spectroscopy
software, in the vicinity of J = 33.5 and J = 21.5
NO(X, v = 0) lines is shown in figure 5 together
with the line absorption (Apr), evaluated as [23]

(5)

Itir = CnjE,s

Il E/
Ap=1- Ilgs 1- Eloas (6)
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Figure 4: Example of a LIF signal measured.
The beam path region was subdivided into
smaller integration areas highlighted with the
dashed boxes. The current was set at 150 mA
and the input gas flow rate at 10 slm. The laser
beam propagates from left to right.

where Ij,s is the initial laser intensity and the
indexes 0 and f refer to the quantity being mea-
sured before (with detector 1) and after (with
detector 2) passing through the probed region,
respectively. Since the laser frequency and the
pulse duration were constant, A; can be evalu-
ated using the laser energy. As shown in figure
5, the laser line absorption values in this work
are high and, typically, between 0.5 to 0.9. A
high Aj was observed between the J = 33.5 and
the J = 21.5 absorption peaks but did not result
in a photon emission around 248nm (the LIF in-
tensity in figure 5(a) between the two peaks is
close to zero). This could be caused by the pres-
ence of NOs, also produced in the GAP, which
is known to have a non-negligible and continu-
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Figure 5: Intensity of the LIF signal (a) and laser
beam line absorption A7 (b) as a function of
the laser beam wavelength. The current was set
at 150 mA and the input gas flow rate at 10
slm. The LIF intensity spectrum simulated with
LIFBASE (Tyqs = 640 K) is shown in red.

ous absorption spectrum around 224nm, which
results in emission at different wavelengths com-
pared to NO [24].

Due to the high laser absorbance, the energy of
the laser in equation (5) could not be assumed
constant along the absorption path. Addition-
ally, the evolution of the beam energy profile
was affected by the NO density profile, which, as
discussed in section 4 in terms of concentration,
greatly varied for different initial conditions. To



still be able to restore the laser energy in the
point of interest (middle of the discharge), con-
sidering the geometry of the electrodes and the
reactor, a cylindrical symmetry for both the gas
temperature and species density in the discharge
volume was assumed. In figure 2 the symme-
try axis, corresponding to the center of the an-
ode and, thus, of the reactor, is marked with
a vertical light blue dashed line. The horizon-
tal position is centered on the symmetry axis.
With this assumption, the symmetry axis sepa-
rates the laser beam path into two sections char-
acterized by the same length and the same NO
concentration (which is not uniform, but equal
between the two regions), thus allowing the laser
beam intensity at the center of the GAP to be
evaluated with the Beer-Lambert law. If L is
the optical length of the GAP and c is the av-
erage NO concentration, from the general equa-
tion, the laser intensities measured at detector 2
Ii4s(L) and at the center I;,5(L/2) are

IlULS(L) = [lo(zseiecl% (7)

Tias(L/2) = Tjpe™ %, ®)
where € is the molar absorption coefficient. By
multiplying equation (7) by I, the relation be-
tween Ij,5(L/2) and the measurable laser inten-

sities ID , and Ij45(L) becomes

—€ 2
Ilas(L) : Iloas = Il?zslloase ok = (Ilas(L/Q)) (9)

since the laser intensity and the laser energy are
linearly dependent, the energy of the beam at
the center of the GAP can be expressed as

Eias(L/2) = (B Eras(L))?. (10)

The LIF spectra, as the one shown in fig-
ure 4, were then integrated and normalized to

Eius(L/2). For each experimental condition,
the laser beam wavelength was scanned between
224.785 nm and 224.830 nm, as shown in figure
5(a).

It should be noted that using Fj,s(L/2) to nor-
malize the LIF signal from an integration area
that is not centered in the symmetry axis is a
simplification. The inaccuracies caused by this
approach are corrected by imposing the symme-
try hypothesis previously discussed and averag-
ing the T, and NO density calculated from in-
tegration areas with the same distance from the
symmetry axis. The peaks of the LIF intensities
followed a Lorentz distribution, which is usually
associated with collisional broadening, which be-
comes dominant at atmospheric pressure [25].
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Figure 6: Js35/J21.5 line ratio, simulated with
LIFBASE software, as a function of T}..

The 224.792nm and 224.823 nm (J33.5/J21,5)
line ratio showed a rather high sensitivity to 7T}.o.
Its evolution was simulated with LIFBASE 2.1.1
software [26] and is shown in figure 6. For this
reason, the Js3 5/J21 5 line ratio was used to eval-
uate the Ty, of NO(X, v = 0). As the rotational-



translational relaxation is estimated to be in the
ns range [27], much shorter than the duration of
the arc and the time the gas requires to reach the
probed region, both of the order of a few ms [20],
Trot is assumed to be equal to the gas tempera-
ture Tgqs. As shown in figure 5, the absorption
for the J=21.5 peak is higher. Thus, the approx-
imation introduced with the use of Fj,s(L/2) for
the normalization of the LIF signal causes 1., to
be higher on the left-hand side of the symmetry
axis (where the laser beam enters the probed re-
gion). This difference increases with the distance
from the symmetry axis and, at the extremes, is
typically of the order of 10-15% of the measured
Trot- To correct this difference, the measured
Trot were then adjusted to impose the cylindri-
cal symmetry by averaging the two points at the
same distance from the symmetry axis.

3.2 Density measurements

For the density determination, the J = 21.5 peak
(at 224.823nm) was taken due to the I1rr inten-
sity of the J = 33.5 peak being too low in the
calibration spectra. The density n; at the cen-
ter of the reactor can be extracted from equation

(5):

Inip 1
n; oc —=E__~ 11
77 Eas(L)2) T (1)
where j corresponds to the NO(X,v = 0,J =
21.5) state and 7 is the decay time (whose mea-
surement is discussed in section 3.3) defined as:
T=(Qi+ > A" (12)

!
n; can be obtained by comparison with the
I;rr from the calibration gas mixture. Consid-

ering equation (11) for both the measurements
and the calibration, the relation between n; and

the NO(X,v = 0,J = 21.5) density of the cali-
bration gas (nj,cq;) becomes:

Elas,cal (L/Q) Teal
Inipcar T

—— Inir

’ Elas(L/ 2)
where the index cal refers to the quantities rela-
tive to the calibration gas mixture. The fraction
of the NO(X) molecules in the NO(X,v =0, J =
21.5) state is described by the vibrational and ro-
tational statistical factor ®j_915 and ®,—q, re-
spectively, which depend on Ty,s. Thus, in order
to link n; with the NO(X) density (nyo), an ad-
ditional correction is required.

nj s (13)

(I)J:21.5,cal <I>sz,cal nj
CI)v:()

where both ® ;915 and ®,—¢ are normalized
>o;®7 = > ,®, = 1). The statistical fac-
tors were simulated with LIFBASE [26], us-
ing the T,.,; measured by LIF. Considering the
pressure and Ty,s in the GAP, the vibrational-
translational relaxation time is estimated to have
the order of magnitude of a few us [27, 28]. As,
both the time required by the gas to reach the
probed region and the typical duration of the arc
is of the order of a few ms, Ty, = Tro is assumed
for the evaluation of ®,—g. This is a reasonable
assumption as, in atmospheric pressure GAPs,
Tyip and T;.¢ are generally considered in equilib-
rium [8].

Finally, as in this work, rather than nyo, the
NO(X) concentration (cyp) is used, an addi-
tional correction is introduced using the ideal gas
law.

NNO = NNO,cal , (14)

Dy_915 N cal

Tgas

Tgas,cal

nNO
NNO,cal
where cnO cqr is the NO(X) concentration of the
calibration gas mixture, which is known.

CNO = CNO,cal (15)



3.3 LIF effective decay time

Table 1: Parameters of the fit shown in figure 7.

| slope (ns™'/Ar%) y-intercept (ns™?)

0.333 £ 0.007
0.32 +£0.02

J=33.5
J=21.5

—(3.28+£0.08) - 103
—(3.24+0.2)-10°3

The effective decay time, 7, is a crucial pa-
rameter for the calibration. As a consequence of
equation (11), its measurement is required to de-
termine n;, and thus cyo. While for the calibra-
tion gas mixture (NO in Ar), the measurement of
Teal 18 relatively simple, it can prove to be more
challenging when plasmas at atmospheric pres-
sure are involved since 7 can be comparable to
or shorter than the laser pulse duration.
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Figure 7: Decay rate of NO(X,v = 0,J =
33.5) (224.792nm) and NO(X,v = 0,J = 21.5)
(224.792 nm) excited states as a function of the
Ar percentage of the N2-O9 input gas mixture.

With the studied gas composition, Oy is known
to be the main quencher for NO, showing a neg-
ligible dependency on Tges [29]. In this work,

7 was measured by diluting the input gas flow
rate of Ny and O with Ar, a relatively weak
quencher. This allowed to keep 7 in the ns range
and measure it directly with the 5 ns pulsed
dye laser [30, 31]. More specifically, it has been
shown that the NO(A) decay rate, defined as
77! decreases linearly as the Ar concentration
increases [32]. Figure 7 shows the evolution of
771 as the Ar fraction increases for both the flu-
orescence lines. The total input gas flow rate
was kept at 10slm, the current at 150 mA and
the beam distance from the anode was set at
10mm. The measurements were fitted with a
straight line, whose parameters are listed in ta-
ble 1. From the y-intercept of the fit, 7 asso-
ciated to the J = 33.5 and J = 21.5 states is
estimated to be (3.00 £ 0.07) ns and (3.1 £0.2)
ns, respectively.

As previously mentioned, for the calibration
gas mixture a direct measure of the decay time,
Teal = 10218, was possible.

3.4 Self-absorption

With a high density of absorbers, self-
absorption, i.e. the absorption in the plasma of
the fluorescence light, can lower the measured
Irrr. Since the fluorescence emission is in the
NO(A,v = 0) — NO(X,v = 2) band, a signifi-
cant NO(X, v = 2) population would be required
to have a noticeable self-absorption effect, which
is not the case in a warm plasma such as a GAP.

More generally, a critical NO ground state
density for self-absorption to become non-
negligible is reported to be 2 x 107 cm™3 [33].
In this work, as described in section 4, the high-
est nyo is obtained for 8 slm and 250 mA,
where a cyo and Tges of 1.2% and 610K is
measured, respectively. Using the ideal gas
law, this corresponds to a nyo of approximately

10
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Figure 8: 2D vertical section of the T}.,; distribution in the plasma afterglow at 10slm (a) and 8 slm
(b) with currents of either 150 mA, 200 mA or 250 mA. The data points are highlighted.

1.4 x 10" em™3. Overall, nyo is measured to
be in the range between 3.5 x 10'® cm™2 and
1.4 x 107 cm™3, which is lower than the criti-
cal NO density, allowing to neglect the effects of
self-absorption in this work.

4 Process evaluation

The 2D temperature maps in the plasma after-
glow for different discharge conditions show spa-
tial non-uniformity. This can be observed in fig-
ures 8a and 8b, which show the spatial evolution
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of the T,y distribution for NO(X,v = 0) for two
different input gas flow rates of 8 slm and 10 slm
with the same composition (50% Na + 50% Oa).
As mentioned in section 2.2, the y-axis measures
the vertical distance in the afterglow, measured
from the anode (reactor outlet) and the x-axis
represents the horizontal position i.e. the dis-
tance from the center.

It is observed that the difference in the tem-
perature distribution between the two measure-
ment sets of 8 slm and 10 slm correlates with
the different plasma shapes. A higher input gas
flow rate pushes the plasma radially, causing it
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Figure 9: 2D vertical section of the NO(X) concentration distribution in the in the plasma afterglow
at 10slm (a) and 8slm (b) with currents of either 150 mA, 200 mA or 250 mA. The data points are

highlighted.

to expand towards the reactor walls. This gen-
erates a central region where T}, is cooler than
on the sides and limits the axial extension of the
plasma. It is therefore observed that the T,
distribution shows a rather high sensitivity to
the input gas flow rate. With the lower input
gas flow rate, the plasma region forms a col-
umn and remains confined along the center of
the reactor, showing little difference within the

region probed with the laser beam. Since, in
this case, the plasma has a longer extension, ad-
ditional measurements at 30 mm from the anode
were acquired for 8 slm. Similarly to what is
discussed with 10 slm, an elongation of the ver-
tical plasma column is observed as the current
increases, however, due to the constraints of the
reactor design, probing further away from the
anode was not possible.
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Figure 10: Maximum values for the LIF-measured NO(X) concentration in the afterglow compared
with the FTIR-measured concentrations as a function of the current for 8 slm and 10slm.

Similarly, the spatial evolution of ¢y is shown
in figures 9a and 9b. In comparison with the 2D
Tyas map, cnyo is higher in areas where T} is
lower, reaching concentrations up to 1.1%. The
oxidation of NO into NOg is likely responsible
for this trend as the rate for NO + O — NOs
becomes dominant in the temperature range be-
tween 1000 and 2000 K [11].

Figure 10 summarizes the maximum cyo mea-
sured in each experimental condition. The rela-
tive error on cyo is estimated to be of approx-
imately 9%. Such estimation is obtained by
propagating the errors on the measurement of 7
and Fj,s (the latter is estimated to be approxi-
mately 5% of Ej,s). The instrumental error due
to the ICCD measurement is considered to be
negligible. These measurements are compared
with the NO (¢yo) and the NO + NO2 (eno,)

concentrations in the external gas cell measured
with the FTIR. The statistical error associated
with the FTIR concentrations is determined by
repeating measurements for the same experimen-
tal conditions and is estimated to be of the or-
der of 1% of the measured values.
a direct comparison between the cyo measure-
ments obtained with LIF and FTIR, additional
LIF measurements were performed in the gas cell
as well, resulting in comparable cyo values as
shown in figure 10. The maximum cyo measured
with LIF (which corresponds to regions where
the fraction of NO(X) is higher) is consistently
higher than the c¢yo measured by FTIR. This
is expected, as previously mentioned, due to the
loss of NO caused by the Zeldovich back-reaction
and by the conversion to NOs. On the other
hand, the NO + NOg concentration is higher,

To ensure
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suggesting that the conversion into NOs in the
region probed with LIF is already significant.

Finally, the difference in NO and NOg concen-
trations measured with 8 and 10 slm is mostly
associated with a higher specific energy input
(SEI), defined as [34]

Pp

El =
5 gas flow rate - (1/22.4)(mol/L)’

(16)

where Pp is the plasma power. This can be ob-
served in figure 11 where the NO and NO; con-
centrations measured at 8 slm and 10slm show a
similar dependency on the SEI.

30 1 1 1 1 1
| |
2.5 - F
o
| | "

20 8 NO+NO, Yield
e = 8slm
=T o 10 slm
Q0 NO Yield
p

e 8sim
1.0 o 10sim [
054 © . ° e o |
T T T T T
900 1000 1100 1200 1300 1400
SEI (J/mol)

Figure 11: FTIR-measured concentrations as a
function of the specific energy input (SEI) for
8slm and 10slm.

5 Conclusions

This work proposes the use of a method for the
determination of the NO(X, v = 0) rotational
temperature T,.; based on the line ratio between
the J = 33.5 and the J = 21.5 LIF peaks, which

is compatible with atmospheric plasmas where
a high absorbance can prevent the use of more
well-established methods. The Js335/J215 line
ratio is studied with LIFBASE and shown to be
a monotonic function of T,,;. Such a method
is then applied to study the afterglow of a glid-
ing arc plasma operating at atmospheric pres-
sure with Ny and O3 a few mm below the anode
(i.e., the reactor outlet). The T}, measured with
such method are then used to determine, using
the J = 21.5 LIF peak, the NO(X) concentra-
tion, measuring up to 1.2 % NO.

The NO(X) concentration measurements per-
formed with LIF in the plasma afterglow are
compared with the NO and NO, concentrations
detected at the exhaust with an FTIR. For each
of the experimental conditions, the maximum
LIF-measured concentration is observed to be (i)
higher than the FTIR-measured cyo, which is
expected taking into account the NO losses due
to the conversion into NOs and the back Zel-
dovich reaction, and (ii) lower than the FTIR-
measured cyo,, which suggests that the conver-
sion into NOs is already significant in the plasma
afterglow region.

The obtained 2D spatial evolution of T,
and of the NO(X) concentration highlights the
NO(X) concentration being higher as T, de-
creases. The input gas flow rate is found to
be a crucial parameter affecting the tempera-
ture gradients in the plasma afterglow region,
which likely happens as a result of changes in
the plasma shapes. This is particularly impor-
tant as a fast Tg4s quenching is known to inhibit
the NO Zeldovich back-reaction.
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