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Abstract 

Several computational models have been developed over the past decade with the goal to investigate the 

various processes that occur during plasma-liquid interaction. However, many different boundary 

conditions to describe transfer of chemical species over the gas-liquid interface have been reported in 

these investigations. In this work, we employ a computational model to test these various boundary 

conditions, and compare the results to experimental data for H2O2, O3, ·NO and HNO2, in order to assess 

how well these boundary conditions can describe the dissolution of different species. We show that the 

validity of the different formulas depends on the solubility of the investigated chemical species; they 

appear valid for species with high solubility (H2O2), but not for species with low (O3 and ·NO) or 

intermediate (HNO2) solubility. Finally, we propose an approach to reach better agreement, based on film 

theory in combination with the mass accommodation coefficient. 

 

1. Introduction 

The treatment of a liquid with (non-thermal) plasma is a research subject that is steadily gaining interest. 

Several promising applications are being investigated, ranging from agriculture and nitrogen fixation (1), 

to water treatment (2-4) and plasma medicine (5, 6). In the latter, treatment of cells is most often 

investigated in vitro, where the treated cells are covered by a liquid layer, such as cell medium (7, 8). In 

general, the main effects of plasma treatment in these applications, be it the degradation of a pollutant for 

water purification, killing of cancer cells in plasma oncology, or stimulation of cells in wound healing, are 

induced by the reactive oxygen and nitrogen species (RONS) produced by the plasma. These species are 

produced in the plasma and diffuse into the treated liquid (9), where they can further react with each 

other, or with components already present in the liquid. 

Many phenomena are at play during interaction between plasma and liquid (10), as both phases 

continuously influence each other during treatment (11, 12). This makes experimental research into such 

a system challenging. Indeed, understanding of the transport processes at the plasma-liquid interface is 

consistently pointed out as a major challenge (10, 13-15). Next to experimental research, computational 

simulations can form a valuable tool to elucidate the various processes that occur during plasma-liquid 

interaction. Over the past decade, several computational models have been developed, with varying 

degrees of complexity, to investigate the plasma treatment of a liquid and, specifically, the reactive 

chemical species that end up in the liquid upon treatment. For example, Verlackt et al. (16) developed a 

2D axisymmetric model to investigate transport phenomena during treatment of a liquid-filled beaker with 



a plasma jet. Kruszelnicki et al. (17) reported on the simulation of the treatment of water droplets with air 

plasma, using both a 0D model and 2D model. Semenov et al. (18) presented a modelling study focusing 

on the description of convection and diffusion in a plasma-liquid system. Integral to a computational model 

that simulates plasma-liquid interaction is the description of the dissolution of reactive species from the 

gas phase into the liquid phase. Notably, each of the computational works discussed above employs a 

different method of describing this species transfer across the plasma-liquid interface. 

Physically, the solubility of gas in a liquid is described by Henry’s law (19): 

cl
p
= Hcp (1) 

Where Hcp is the Henry’s law solubility constant of the chemical species, cl is the concentration of the 

species in the liquid phase, and p is its partial pressure in the gas above the liquid. Henry’s law is, however, 

an equilibrium law, i.e. it describes the concentration of species in the gas and liquid phase in steady state, 

and does not give any information on the rate of the dissolution process, i.e. how fast this equilibrium is 

reached. Moreover, before steady state is reached, phenomena can arise that complicate things further, 

such as the depletion of a soluble gaseous species near the liquid interface. Different published models 

simulating plasma-liquid interaction have used a variety of boundary conditions at the plasma-liquid 

interface, to describe species transfer between both phases in a way that adheres, if steady state is 

reached, to Henry’s law. Often, however, comparison of the liquid concentrations to experimental data, 

which would support the use of these boundary conditions, is lacking. In the few cases where simulation 

results on the predicted dissolution of reactive species have been benchmarked against experiments, this 

was done only for H2O2, which has a high solubility. Of course, experiments that can test the validity of the 

boundary condition describing solvation, independently of other factors such as chemical reactions, are 

not straightforward. For a few cases, though, experimental data has been published (20, 21).  

In this work, we employ our recent computational model, presented in (22), to investigate and compare 

the various expressions for the description of species transfer between gas and liquid, as used in published 

computational works in the field of plasma-liquid interaction. The results are compared to published 

experimental data, in order to assess how well these expressions are able to replicate experimental results, 

a crucial prerequisite for the use of a computational model to both explain and predict experimental 

outcomes. To the best of our knowledge, no critical comparison of these expressions, benchmarked with 

experimental data, is available in literature until now. Our data indicates that the validity of the different 

formulas depends on the solubility of the investigated chemical species, and that none of the tested 

expressions is able to replicate experimental data for all species. Finally, we expand our view to fields 

outside plasma-liquid interaction, and propose an approach to reach better agreement. 

 

 

 

 



2. Methods 

2.1 Computational model 

We use a 2D-axisymmetric model of a (plasma) jet above liquid water, describing both the gas and liquid 

phase, presented in (22). Briefly, the model, built with the software COMSOL Multiphysics (version 6.2), 

first calculates the stationary state of the flow field in the simulated system by solving the time-

independent, incompressible Navier-Stokes equations, employing Menter’s shear stress transport (SST) 

model to account for turbulence. At the stationary gas-liquid interface, of which the shape is based on 

observations in our lab (unless specified otherwise), the gas flow sets the liquid in motion through 

continuity of flow velocity and shear stress. As the velocity field greatly affects transport of gaseous species 

towards the liquid, and is crucial for determining transport of dissolved species in the liquid phase, we have 

benchmarked our description of the velocity field by comparing our model to the experimental data 

reported by Stancampiano et al. (23), showing good agreement. These results can be found in the 

Appendix. 

Using this flow field as input, the temperature and chemical species transport in the system are calculated, 

fully coupled, by solving for the conservation of energy and mass in a time-dependent manner. The plasma 

and its corresponding chemistry are not included in the simulations, which is not needed for the current 

investigation, as the experimental data used for benchmarking also did not include an ignited plasma. At 

the gas-liquid interface, temperature is continuous. Evaporation of water is calculated via Antoine’s law, 

although it is assumed that the liquid volume remains unchanged, while the accompanying evaporative 

cooling of the liquid is accounted for. 

Each of the various expressions tested throughout this work to describe dissolution of RONS into the 

treated liquid at the gas-liquid interface, which are discussed in detail in section 3.2, depends on Henry’s 

constant of the simulated species. We employ the temperature-dependent Henry’s constant, calculated as 

follows (19): 

Hcp = Hcp,0 ∙ exp (
−∆solH

R
(
1

T
−
1

T0
)) 

 

(2) 

Where Hcp,0 is the Henry’s constant at the standard temperature T0 = 298.15 K, ∆solH is the enthalpy of 

dissolution (J/mol), and R is the gas constant (J/mol·K). The parameters in equation 2 are taken from (19), 

and are shown in Table 1. 

Table 1: Parameters used to calculate the temperature-dependent Henry’s constants of RONS used in this work. 

Species 
𝐇𝐜𝐩,𝟎 

(mol/m³·Pa) 
−∆𝐬𝐨𝐥𝐇

𝐑
 (K) 

H2O2 8.6102 7300 

O3 1.010-4 2800 

·NO 1.910-5 1600 

HNO2 4.710-1 4900 

 



Note that the temperature-dependence of the Henry’s constant is in fact not linear. However, for the 

simulated conditions, the above expression is sufficient (24). 

2.2 Model geometries 

Figure 1 shows the different model geometries used throughout our investigation, each based on an 

experimental setup reported in literature. To mimic the experimental data as close as possible, each 

simulation is performed for the same conditions as those described in the respective literature, including 

the working gas composition and inlet flow rate. The geometry shown in Figure 1a is based on the setup 

used by Winter et al. (20), where a petri dish containing 5 mL liquid was treated with the kINPen plasma 

jet, without igniting the plasma, with a gap between the jet nozzle and the liquid surface (before treatment) 

of 9 mm. Through the jet inlet, 3 standard liters per minute (SLM) of humid argon containing 5 ppm H2O2 

enters the gas phase domain. The shielding gas inlet has a flow rate of 5 SLM dry air. It is stated in (20) that 

the kINPen was continuously moved over the liquid during treatment, mixing the liquid. Hence, the liquid 

phase is assumed to be well mixed, as in (18). 

 

Figure 1: Model geometries used throughout the present work, based on the experimental setups used in (20) (a), (21, 25) (b), 
and (26) (c). The geometry components are (1) the jet, (2) the shielding gas device (when present), (3) the gas phase and (4) the 
liquid phase. Boundary conditions at the model edges are indicated, including the symmetry axis around which the 2D 
axisymmetric model is revolved. Note that in (a) and (c) the liquid is pushed away by the gas to such a degree that the gas 
reaches the bottom of the petri dish or well. 

Figure 1b represents the geometry based on the setup of Hassan et al. (21, 25). Either 1000 µL (as shown 

here) or 500 µL is treated with either 2 SLM of 50 % humid air containing 110 ppm H2O2, 1.6 SLM of dry air 

containing 450 ppm O3, or 1 SLM of humid air containing 100 ppm HNO2. The gas-liquid interface is flat, 

based on the observations described in (21), and has the same surface area for both liquid volumes (i.e., 



only the liquid depth is changed). Unlike for the other geometries, laminar flow is simulated in the gas 

phase because of the much lower flow velocity. For this geometry, the outlet tube in our model is an 

approximation, as this element of the experimental setup is not axisymmetric. 

Finally, the geometry in Figure 1c represents the experimental setup used by Jablonowski et al. (26), where 

a 24 well plate containing 750 µL of liquid was treated with the kINPen. The treatment gap is 9 mm, and 

the feed gas is 3 SLM of dry argon containing 40 ppm ·NO. 

 

3. Results and discussion 

3.1 Directly using Henry’s law 

The most straightforward method of implementing species transfer between a gas and liquid phase in a 

computational model is by directly coupling the concentrations in both phases at the gas-liquid interface 

via Henry’s law: 

cl
cg
= Hcc        with     Hcc = Hcp ∙ RT (3) 

Where Hcc is the dimensionless Henry’s constant, R the gas constant (J/mol·K), and T the temperature (K). 

This method has been used in several published models, including by our group (16, 27-31). For mass 

conservation, it is necessary to additionally specify that the flux of species entering the liquid must also exit 

the gas phase at the interface, thus recalculating both cl and cg. To investigate how well this boundary 

condition can describe the dissolution of chemical species into a liquid, we need to compare computational 

results to experiments where liquid water was treated with a gas jet that contains a known amount of 

RONS, whose concentration is afterwards measured in the treated liquid.  

Such an experiment was performed by Winter et al. (20), where they measured how much H2O2 was 

dissolved into an aqueous medium after treatment with argon containing a known amount of gaseous 

H2O2, using the kINPen plasma jet (without igniting the plasma), as also described above (see Figure 1a). 

We thus adapted our model to the setup used in (20). Figure 2a shows the resulting H2O2 density profile in 

both gas and liquid phase calculated by the model, while Figure 2b illustrates how well using Henry’s law 

directly as boundary condition at the interface can replicate the measured dissolution of H2O2 into the 

treated liquid. Clearly, there is very good agreement between model and experiment. Notably, almost all 

H2O2 present in the feed gas dissolves into the liquid. To emphasize this, Figure 2b additionally shows the 

maximum amount of H2O2 that would physically be able to dissolve (i.e. if 100% of the gaseous H2O2 that 

entered the system was dissolved in the liquid). The reason for this is two-fold: (i) H2O2 has an extremely 

high solubility (Hcc = 1.84 × 106, at 300K), and (ii) in this setup, the treated liquid has a large surface area 

through which the species can dissolve. 



 
Figure 2: Model results for the setup geometry described in (20), where 5 mL of liquid is treated with 3 SLM of argon containing 
5 ppm H2O2. (a) Calculated H2O2 density profile in gas and liquid phase, after 40 s of simulated treatment. Arrows represent the 
calculated flow field in the system. (b) Total dissolved H2O2 concentration over time, compared to the reported experimental 
data, and the maximum possible (see text). 

Similar experiments were performed by Hassan et al. (21), though with a much higher gaseous H2O2 

concentration, and a smaller liquid volume. In this case, as can be calculated from their reported data, a 

smaller fraction of the gaseous H2O2 dissolved into the treated liquid. Figure 3 shows our simulation results 

when we adapt our model to their setup. Figure 3a depicts the calculated H2O2 density profile in gas and 

liquid phase. Just above the interface, the gaseous H2O2 is depleted (see inset in the figure) because of its 

high solubility, a phenomenon that has also been reported elsewhere (16, 17). Again, as seen in Figure 3b, 

our calculated amount of dissolved H2O2 agrees very well with the reported experimental values.  

In the same work, Hassan et al. (21) also investigated the dissolution of O3 into the treated liquid. In 

contrast to H2O2, O3 has a low solubility  (Hcc = 0.24, at 300K), inhibiting the depletion of the gas phase 

directly above the liquid, as visible in Figure 3c. Figure 3d shows that, unlike for H2O2, our model results 

now vastly overestimate how much O3 dissolves into the liquid. In addition, our model predicts a significant 

change in dissolved amount depending on the liquid volume, while the experiments show no difference as 



long as the surface area stays the same (note that the y-axis depicts the number of moles, not the 

concentration like in Figure 2b). 

 

Figure 3: Model results for the setup geometry described in (21), where 500 µL and 1000 µL of liquid is treated with air containing 
either 110 ppm H2O2 (a, b) or 450 ppm O3 (c, d). (a) Calculated H2O2 and (c) O3 density profile in gas and liquid phase, after 60 s 
of simulated treatment. Arrows represent the calculated flow fields.  (b, d) Total dissolved amount of H2O2 and O3 over time, 
compared to the reported experimental data. For O3, the total dissolved amount if the liquid were fully saturated when in contact 
with 450 ppm gaseous O3 is also shown (dashed line). The saturated amount rises with time because the gas flow causes the 
liquid to cool: as we apply the temperature-dependent Henry’s constants, the solubility thus increases with decreasing 
temperature. 

From the above, it is clear that using Henry’s law directly as the boundary condition governing species 

dissolution in the model is sufficient for highly soluble species, such as H2O2, but severely overestimates 

the dissolution of species with low solubility, such as O3. The issue lies in the fact that by applying Henry’s 

law directly, the model forces equilibrium at the interface in each time step, without taking into account 

how long it would take in reality to reach equilibrium. This causes the interface region to be saturated 

almost immediately, while the flow field continuously renews the liquid at the interface. For species with 

low solubility, this in turn causes the entire liquid phase to reach saturation soon, more so for smaller liquid 

volumes, as dissolved species are efficiently transported toward the bulk through convection. This is also 

visible in Figure 3d, when comparing the dissolved amount of O3 over time calculated by our model with 

the dissolved amount if the liquid were saturated with O3.  

 



3.2 Other formulas used in literature 

Clearly, a model that directly applies Henry’s law does not produce correct results for the dissolution of 

gaseous (plasma-produced) species into liquid water. Although several published modelling studies have 

used Henry’s law directly at the plasma-liquid interface, including our group (16, 27-31), many multi-

dimensional models for plasma treatment of water have been reported over the past decade that take a 

different approach to describe the dissolution of neutral species. Numerous different formulas have been 

described in these works, but most can be grouped into either kinetic boundary conditions (32-34), 

diffusive boundary conditions (17, 35-41), or film theory (18). In the following, a recently reported use of 

each approach is briefly described. 

The kinetic approach, as explained by Hassan et al. (21), treats the transfer of species between the gas and 

liquid phase with a flux Γ, based on the mean molecular velocity �̅� of gas phase species above the interface: 

Γg↔l =
1

4
�̅� (cg −

cl
Hcc

) (4) 

The above expression arises from the assumption that all gas molecules that strike the interface via random 

motion are transported to the liquid, while transport back to the gas phase happens continuously with a 

rate that depends on the species’ surface concentration. 

The diffusive approach essentially describes diffusion of chemical species through the liquid interface, but 

with a weighted diffusion coefficient (e.g. for the plasma/gas phase: D = Dg (
Hcc∙cg−cl

Hcc∙cg
)) that depends on 

how close the system is to the equilibrium prescribed by Henry’s law. In this way, Kruszelnicki et al. (17) 

applied two fluxes to the plasma-liquid interface in their model., i.e. a flux from gas to liquid, and a flux 

from liquid to gas: 

{
 
 

 
 Γg→l =

Dg

∆x
(
Hcc ∙ cg − cl

Hcc ∙ cg
) (cg − cl)          if  cl < H

cc ∙ cg 

Γl→g =
Dl
∆x
(
cl −H

cc ∙ cg

cl
) (cl − cg)          if  cl > H

cc ∙ cg

 (5) 

Here, Δx represents the mesh element size at the interface, taken in (17) to be 1 µm.  

Finally, film theory describes a laminar “film” at the liquid interface through which the chemical species 

diffuse into and out of the liquid phase (42). If a film is assumed only on the liquid phase side of the 

interface, the flux between the two phases can be described as: 

Γg↔l =
Dl
∆x
(Hcc ∙ cg − cl) (6) 

The above equation was employed in the context of plasma-liquid interaction by Semenov et al. (18), who 

assumed the film thickness, Δx, to be approximately equal to 10 µm. Each of the above boundary conditions 

prescribes a flux between the two phases that goes to zero as the system approaches Henry’s law 



equilibrium, but the magnitude of the fluxes differs for each formula. In case of equation 5, extra care must 

additionally be taken, as the flux also becomes zero for cg = cl, which is an unphysical equilibrium for all 

species that do not have a Henry’s law constant equal to 1. 

To investigate how equations 4, 5 and 6 perform at replicating experimental results compared to directly 

applying Henry’s law, we implemented them into our model. Figure 4a shows the results for H2O2. It can 

be seen that all curves overlap: regardless of the used boundary condition, the same amount of H2O2 is 

calculated to dissolve, which agrees very well with the experimental results. For O3, as shown in Figure 4b, 

the results are similar for each equation used, though not identical, and comparable to when simply 

applying Henry’s law directly. But, they are clearly higher than the experimental results. Hence, this means 

that all boundary conditions severely overestimate the amount of O3 that dissolves into the treated liquid. 

The fact that different boundary conditions describing species dissolution behave similarly was also 

reported by Liu et al. (43), who compared the diffusive approach, kinetic approach and applying Henry’s 

law directly (referred to there as the “thermodynamic” approach) in their 1D model. However, the authors 

did not compare the results to experiments. Figure 4b clearly illustrates that although these approaches 

indeed produce similar results, they are in fact wrong when compared with experiments. 

 

Figure 4: Total dissolved amount of H2O2 (a) and O3 (b) over time, as calculated by our model using four different boundary 
conditions on the gas-liquid interface, compared to the experimental data reported in (21). In (a), the four curves overlap, while 
in (b) the green, blue and black curve overlap. 

The above essentially means that the different boundary conditions used in plasma-liquid literature 

overestimate the flux of plasma-produced species into the liquid. For species with high solubility like H2O2, 

this does not cause a problem. Its high solubility causes the gaseous region above the liquid to become 

depleted, meaning that transport from the “bulk” of the gas to the liquid surface is rate-limiting, not the 

transport of species into the liquid. For species with low solubility, the transport into the liquid is rate-

limiting, so an overestimation of the flux across the interface causes overestimation of the dissolved 

amount. When directly applying Henry’s law, this overestimation is caused by the assumption that 

equilibrium at the interface is reached instantly. For the kinetic and diffusive approach, transport from gas 



to liquid is only determined through transport from the bulk gas to the interface (through �̅� and Dg, 

respectively), in practice also causing equilibrium to be reached almost instantly. Only when applying film 

theory, the transport is limited by the resistance a species would encounter caused by transport into the 

liquid phase. More specifically, the flux from gas to liquid is determined by the transport from the interface 

to the bulk liquid (via Dl), and the concentrations at the interface evolve towards equilibrium over time, 

not near-instantly. Indeed, Figure 4b shows that when using film theory, the results lie (slightly) closer to 

the experimental values. However, the dissolved amount of O3 is still severely overestimated. 

3.3 Can we reach better agreement? 

Describing the dissolution of chemical species into liquid water is, of course, not only relevant for plasma-

liquid interaction. Other research fields, such as water purification and atmospheric chemistry, also 

describe the interaction of gas and liquid. In context of the latter, Kolb et al. (44) reviewed the different 

transport processes occurring near the gas-liquid interface. One aspect of this, which is not present in the 

formulas tested so far, is the accommodation of species at the gas-liquid interface. In a non-reactive 

setting, a gaseous molecule that strikes a liquid surface can either be reflected, or be accommodated and 

transferred through the interface. The ratio of these two outcomes is determined via the bulk mass 

accommodation coefficient, αb, described as the probability for a molecule that strikes the liquid surface 

to actually enter the bulk liquid. As such, αb determines the maximum possible flux of gaseous species into 

the liquid (45). In other words, besides transport from the gas bulk to the interface and transport from the 

interface to the bulk liquid, transport through the interface itself forms an additional barrier. In principle, 

not taking αb into account is the same as assuming it has a value of 1, i.e. 100% of the species that follow 

the flux prescribed by the boundary condition at the gas-liquid interface will indeed be transported through 

the interface. Unfortunately, taking the mass accommodation coefficient into account is not 

straightforward. Most critical is the fact that values of αb have been reported for only a handful of species, 

including only a few RONS, as previously also noted by Kruszelnicki et al. (17). Secondly, for the cases where 

data is available, reported values span several orders of magnitude for the same species. In theory, 

molecular dynamics simulations should be able to predict the mass accommodation coefficient of chemical 

species, but this approach has so far faced issues in reaching agreement with experiments (46, 47). A 

compilation of available data can be found in the Chemical Kinetics and Photochemical Data compilation 

by Burkholder et al., NASA (48). Both H2O2 and O3 are among the species for which values of the mass 

accommodation coefficient are available, allowing us to test the effect of taking this coefficient into 

account on the model results. Combining both film theory and the mass accommodation coefficient gives 

us the following boundary condition for the gas-liquid interface: 

Γg↔l = αb ∙
Dl
∆x
(Hcc ∙ cg − cl̅) (7) 

Here, cl̅ is the average concentration in the liquid phase. In film theory, cl̅ should in principle be the 

concentration in the liquid bulk (42), but as our multidimensional model describes a finite liquid phase in 

which there is constant transport through convection, it is not possible to define a bulk concentration, 

which can instead be approximated by the average concentration. The maximum film thickness can be 

estimated as ∆x = √2 ∙ Dl ∙ r/v̅int where r is the radial dimension of the gas-liquid interface and  v̅int the 



average velocity at the interface, i.e. r/v̅int is the total interaction time between a fluid element in the 

liquid and the gas phase. The film thickness will vary in the radial direction. We will assume this variation 

to be quasi-linear, allowing us to use the cylindrical average of ∆x for simplicity. 

For H2O2, using the reported room temperature value of αb = 0.1 (48), our computational results using 

equation 7 still agree well with experimental data, as visible in Figure 5a. Because of its high solubility, the 

mass accommodation coefficient has nearly no effect on the modelling results for H2O2: even for a lower 

value, such as αb = 0.01, the results stay the same. For O3, (48) recommends a lower limit of αb = 0.01. As 

an upper limit, we can use αb = 0.1, i.e., the highest reported value of αb for O3. Figure 5b shows that using 

equation 7 as the boundary condition at the gas-liquid interface indeed dramatically improves the 

agreement between our model and the experimental data. Now, for αb = 0.01 the dissolved amount of O3 

is slightly underestimated, which can be expected as this value is a lower limit, with the actual value most 

likely being higher. For αb = 0.1, the dissolved amount of O3 is again overestimated, though the agreement 

is still much better than that shown in Figure 4b. Note that, instead of combining it with film theory, αb 

could in principle also be combined with either the diffusive or kinetic approach. The latter was done by 

Oinuma et al. (33), i.e. the only other reported use of αb in context of plasma liquid modelling, to the best 

of our knowledge. However, this combination with either the diffusive or kinetic approach does not change 

the results of these approaches, because they already overestimate the rate of dissolution significantly 

more compared to film theory, as mentioned in section 3.2. In contrast, we can conclude that using αb in 

combination with film theory can reach better agreement with experiments for species with low solubility. 



 

Figure 5: Total amount of dissolved H2O2 (a) and O3 (b) over time, for a liquid volume of either 500 µL or 1000 µL, as calculated 
by our model using equation 7 as the boundary condition on the gas-liquid interface, for two values of 𝛼𝑏, compared to the 
experimental data reported in (21). In (a), both curves overlap. 

3.4 Results in the presence of liquid phase reactions 

So far, we have used experimental data where liquid water was treated with a gas jet that contains a known 

amount of RONS, whose concentration was afterwards measured in the treated liquid, for both a RONS 

with high solubility (H2O2) and low solubility (O3). These RONS virtually do not react in the liquid.  It would 

be beneficial to evaluate equations 2, 4 – 6, as well as whether equation 7 performs better, for other RONS 

that do react in the liquid phase. Indeed, liquid phase reactions significantly affect the transport processes 

at the gas-liquid interface (19). 

Jablonowski et al. (26) reported such experiment for ·NO, again a RONS with low solubility (Hcc = 0.05, at 

300 K). Therefore, we adapted the geometry of our model again, to that used in (26). As the ·NO 

concentration was determined using a spin trap (CPTIO), this indeed allows to investigate our model results 

in the presence of chemical reactions. The reaction system for ·NO implemented into our model consists 

of the following reactions (49, 50): 



 
CPTIO + ∙ NO → CPTI + NO2 k = 9.110-18 cm3s-1 

   
 

CPTIO + NO2 ↔ CPTIO+  + NO2
− kf = 2.310-14 cm3s-1 

kb = 1.510-16 cm3s-1 
   
 

CPTIO+  + ∙ NO + H2O → CPTIO + NO2
−  +  2H+ k[H2O] = 3.510-16 cm3s-1 

 

By evaluating the CPTI concentration in this model, we can evaluate how well the dissolution of ·NO is 

simulated. Other reactions of ·NO in water, e.g. with O2 or NO2, are multiple orders of magnitude slower 

that the reaction with the spin trap at the conditions under study, and can thus be neglected here. 

Secondly, Hassan et al. (25) recently published a follow-up to their earlier work, this time with experimental 

data for HNO2. Compared to O3 and H2O2, this species has a more intermediate solubility (Hcc = 1.1 × 103, 

at 300 K). As HNO2 dissociates in water, this again allows us to investigate the model results in the presence 

of chemical reactions, i.e.: 

 
HNO2 ↔ NO2

−  +  H+ pKa = 3.4 

 

Unfortunately, no data is available regarding the mass accommodation coefficient of either ·NO or HNO2. 

Meanwhile, fitting the model to find some optimal value of αb  would decrease its reliability and usability 

outside of the range of experimental parameters (in this case, the model geometry and precise chemical 

species) it was fitted to. Therefore, in first approximation, we test both the upper and lower limit used 

previously for O3. Indeed, looking at the available values reported for different RONS, none are higher than 

αb = 0.1, and only few are lower than αb = 0.01 (48). Thus, when no data is available, this range seems a 

reasonable first approximation. Figure 6 presents the results using this approach. Using Henry’s law directly 

(equation 2), once again significantly overestimates the dissolution for both ·NO and HNO2, though less 

severely than for O3, which could be expected, as chemical reactions in the liquid in principle increase the 

effective solubility of the species (24). For HNO2, which already has a higher solubility on its own, the 

overestimation is a factor ~2. Using equation 7, the upper limit of αb = 0.1 now approximates the measured 

values most closely, for both species. Notably, the experimental data in Figure 6b indicates that after 120 

s treatment, more than double the amount of HNO2 has dissolved compared to after 60 s, which is not 

predicted by the modelling results using equation 7. In fact, in the simulation results, a saturation effect 

can even be observed already, which does correspond well with the experimental results at 240 s. This is 

expected, as the dissolved amount of HNO2 gets closer to its saturation concentration (i.e. 3560 nmol HNO2 

for the liquid volume of 500 µL). A possible explanation could be that the mass accommodation coefficient 

changes with the amount of HNO2 already dissolved. Indeed, from reported data for HNO3 it seems that 

αb is higher for solutions that already contain HNO3 compared to for pure water (48). However, as we have 

no data for the mass accommodation coefficient of HNO2, this only remains speculative for now. 



 

Figure 6: Model results for reacting systems in the liquid using either Henry’s law directly, or equation 7 for two values of 𝛼𝑏 as 
the boundary condition on the gas-liquid interface. (a) Total formed CPTI over time, formed through reaction of CPTIO with ·NO 
and thus a measure of the amount of dissolved ·NO. Modelling results are compared to the experimental data reported in (26). 
(b) Total amount of dissolved HNO2 over time, for a liquid volume of either 500 µL or 1000 µL. Modelling results are compared 
to the experimental data reported in (25). 

Taken together, our results indicate that many of the boundary conditions used in computational plasma-

liquid research so far to describe the transfer of chemical species between the gas and liquid phase, are 

unable to reproduce experimental results for species with low solubility. By combining film theory and 

mass accommodation to describe transport at the interface, we reach a better agreement with 

experiments, at least for the RONS simulated in this work. One should note that equation 7 is still a very 

simplified way of describing the dissolution process. Film theory was first proposed a century ago by Lewis 

and Whitman (51). Since then, it has been expanded into more sophisticated descriptions such as 

Danckwerts’ surface renewal theory (52), or the resistance model, which more formally separates the 



different transport processes near the interface (45). Implementation of more sophisticated descriptions 

could result in even better correlation with experimental values. However, the lack of data for the mass 

accommodation coefficient for many RONS remains an obstacle in reaching a robust description of the 

dissolution process in plasma-liquid research. Finally, it must be noted that the above discussion only 

applies directly to neutral RONS. For charged species, when actually included into the model, most works 

assume that the species are able to directly enter into the liquid phase without constraints (17, 28, 32, 36, 

37, 39-41). It is difficult to test whether this approach is correct, as comparison to experimental data is not 

available for charged species.  When the plasma is close to or in contact with the liquid, the transport of 

charged species towards the liquid can additionally be influenced by the electric field and the formed 

plasma sheath, further complicating the description of interfacial mass transport in plasma-liquid 

interaction (53). 

 

4. Conclusion 

In this work, we studied several interfacial boundary conditions to describe species transfer over the gas-

liquid interface, as used in various published multidimensional plasma-liquid models. By comparing the 

results to experimental data, we show that the different expressions are unable to replicate measurements 

for all RONS. Specifically, we found that all formulas perform well for H2O2, which has high solubility, but 

severely overestimate the rate of dissolution for O3, ·NO and HNO2, which have intermediate to low 

solubility. This discrepancy has likely gone unnoticed due to a lack in comparison between modelling results 

and experimental data for poorly soluble species. Indeed, rigorous benchmarking of different aspects of a 

computational model is crucial to increase confidence in the model, and thus improve our understanding 

of the simulated system. In the end, we propose a first step towards a more accurate description of species 

dissolution, by combining film theory with the mass accommodation coefficient, for improved 

multidimensional computational modelling. We hope that this work can be used to investigate and 

enhance the description of RONS dissolution into water during plasma-liquid interaction even more in the 

future. 
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Appendix 

In a computational model to investigate plasma-liquid interaction, the velocity field in the simulated system 

is crucial for the spatial transport of chemical species in both the gas and liquid phase. Indeed, the velocity 

field greatly affects transport of gaseous species over the gas-liquid interface, as it can transport species 

away from the interface towards the liquid bulk more efficiently than would occur solely through diffusion 

(27). To confirm that our description of the liquid velocity field, in particular the way it is set in motion by 

the shear stress exerted on it by the flowing gas, is correct, we performed simulations based on the 

experimental work by Stancampiano et al. (23) Here, the authors treated a 0.5% starch solution with a 

helium plasma at a flow rate of 1 SLM, allowing for visualization of the velocity field by addition of KI to the 

liquid. 

To mimic the conditions in these experiment, we adapted our model to the conditions used in (23). The 

results of these simulations are shown below. 

 
Figure A1: Experimentally determined liquid flow fields as reported in (23) (a), compared to the calculated flow fields predicted 
by our model for the same geometries and conditions (b). Adopted from (23) with permission from Institute of Physics and the 
authors. 

We can see that the velocity fields calculated in our model qualitatively agree well with those observed in 

(23). Moreover, the maximum velocity of the liquid at the interface, under influence of the shear stress 

exerted by the flowing gas, is 0.3 m/s. This also falls in the range predicted by (23). Based on these 

simulations, we believe that the description of the velocity field in our modelling approach is sufficiently 

accurate, and thus so is its influence on the transport of chemical species throughout the simulated system. 
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