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Abstract

Vibrational excitation represents an efficient channel to drive the dissociation of CO2 in a non-

thermal plasma. Its viability is investigated in low-pressure pulsed discharges, with the intention

of selectively exciting the asymmetric stretching mode, leading to stepwise excitation up to the

dissociation limit of the molecule.  Gas heating is crucial for the attainability of this process,



since the efficiency of vibration-translation relaxation strongly depends on temperature, creating

a feedback mechanism that can ultimately thermalize the discharge. Indeed, recent experiments

demonstrated  that  the  timeframe of  vibration-translation  non-equilibrium is  limited  to  a  few

milliseconds at ca. 6 mbar, and shrinks to the μs-scale at 100 mbar. With the aim of backtracking

the origin of gas heating in pure CO2 plasma, we perform a kinetic study to describe the energy

transfers under typical non-thermal plasma conditions. The validation of our kinetic scheme with

pulsed glow discharge experiments enables to depict the gas heating dynamics. In particular, we

pinpoint the role of vibration-vibration-translation relaxation in redistributing the energy from

asymmetric to symmetric  levels of CO2, and the importance of collisional quenching of CO2

electronic states in triggering the heating feedback mechanism in the sub-millisecond scale. This

latter finding represents a novelty for the modelling of low-pressure pulsed discharges and we

suggest that more attention should be paid to it in future studies. Additionally, O atoms convert

vibrational  energy into heat,  speeding up the feedback loop. The efficiency of these heating

pathways,  even  at  relatively  low  gas  temperature  and  pressure,  underpins  the  lifetime  of

vibration-translation  non-equilibrium and suggests a  redefinition of the optimal  conditions to

exploit the “ladder-climbing” mechanism in CO2 discharges.

Keywords:  Vibrational  excitation,  CO2 conversion,  gas  heating,  non-thermal  plasma,  glow

discharges, pulsed discharges.

 

1. Introduction



Carbon dioxide emissions are considered the origin of climate change. Therefore, their reduction

is highly desirable and the society is put under particular pressure to find a solution before long.

Model simulations suggested that CO2 increase in the atmosphere might have a direct impact on

Northern Hemisphere summer temperature, heat stress, and tropical precipitation extremes [1]. It

has been pointed out that temperature targets alone are insufficient to limit the risks associated

with anthropogenic emissions [2,3].  Indeed, the existing fossil-fuel energy infrastructure will

emit about 658 Gt CO2 by 2050, if operated in a “business as usual” way, which will lead the

global temperature increase to exceed the 1.5 °C target [4]. Around 54 % of these emissions

comes from the power sector, which puts more pressure on the need of decarbonizing the power

production. Under this pressure, the development of alternatives to the use of fossil carbon has

become a priority in many countries. Renewable energy is expected to contribute to half of the

growth in global energy supplies and become the largest source of power by 2040 [5]. As a

drawback, renewable energy sources have intermittent production rates and are inherently not

well balanced with the fluctuations in the electricity demand. More specific, conventional fossil-

based sources are still needed to supplement periods of shortage (e.g. reduced daylight during

winter, absence of wind, drought) in electricity demand. On the other hand, when the production

exceeds the demand, the generation of renewable energy cannot be fully exploited and has to be

lowered,  causing  economical  losses  [6].  Therefore,  the  development  of  technologies  able  to

simultaneously reduce CO2 emissions and store the excess of renewable energy into chemical

bonds of fuels is of vital importance.

To this end, plasma technology stands out for (i) its high process versatility, allowing performing

different types of reactions in combination with CO2 splitting (e.g. dry reforming of methane,

CO2 hydrogenation or CO2 methanation); (ii) the intrinsic low investment and operating costs



(depending  on the  type  of  plasma  reactor);  (iii)  the  rare  earth  metal-free  operation;  (iv)  its

scalability; and (v) being easily combined with various kinds of renewable energy [7]. In the past

decade,  many  different  plasma  sources  have  been  investigated,  with  the  aim of  finding  the

optimal conditions for an energy-efficient conversion, with a combination of experiments and

computational efforts. For instance, extensive research was carried out on CO2 dissociation in

low-power glow discharges [8–10] and in high power microwave discharges [11–14]. These two

types of discharges operate in regimes associated with different dominant mechanisms for CO2

splitting. In fact, the former are low-excitation and non-equilibrium discharges (at least when

operated at low pressure), whereas the latter can be described as “warm” plasmas, where the gas

() and vibrational () temperature are almost in equilibrium with each other, and are typically not

much lower than the electron temperature (Te) (i.e. ) [12,15,16]. For “warm” plasmas, with Tg =

3000-4000 K (or more in case of contraction  [15]), the conversion is mostly thermally-driven

[17]. Under these conditions, high conversion rates and energy efficiencies of up to 80% and

50% (close to the theoretical efficiency limit 52%, with no CO losses in back-reactions [18]),

respectively, were achieved [19,20]. Nevertheless, the thermal pathway for CO2 cannot explain

alone  the  energy efficiencies  higher  than  80% reported  for  the  splitting  of  CO2 in  the  past

[21,22]. Recently, van de Steeg et al. [23] proposed a redefinition of the thermal limit to 70% for

the energy efficiency, proving that the combination of fast transport and high energy deposition

in the core can result in a local chemical non-equilibrium, where additional CO2 dissociation

through the O-CO2 association might occur. However, a 70% energy efficiency is still lower than

the previous experimental observations [21,22]. 

Alternatively, it has been hypothesized that the stepwise vibrational excitation of the asymmetric

stretching mode of CO2 () up to the dissociation limit, also called “ladder-climbing” mechanism



and similar to vibrational pooling [24,25], can be the key for a highly efficient CO2 conversion

into CO [26].  This is due to the minimum amount of energy (ca. 5.5 eV) to break the C=O bond

at  the  bond  enthalpy  along  the  axes  of  asymmetric  vibrations  [27,28].  The  negative

anharmonicity of  (i.e. the level spacing decreases for higher levels) promotes the overpopulation

of the higher levels through vibration-vibration (V-V) collisions, eventually leading to splitting

of the molecule [29,30]. However,  Tg should be maintained low in order to avoid vibration-

translation relaxation and conserve an effective “ladder-climbing” [26]. 

As previously mentioned, low-power glow discharges are typically grouped under the family of

low-temperature plasmas (LTPs), which, by definition, are characterized by low Tg and a certain

degree of vibration-translation (V-T) non-equilibrium. Therefore, this category represents a good

candidate  to  explore  the  optimal  conditions  for  a  consistent  vibrational  excitation.  Here,

quenching of vibrational quanta to heat (V-T relaxation) constitutes an important pathway for

vibrational energy loss and, consequently, gas heating [29]. The onset of V-T relaxation triggers

a feedback loop between gas heating and vibrational deactivation because the rate coefficient of

V-T  relaxation  increases  with  Tg.  This  eventually  guides  the  discharge  towards  a  V-T

equilibrium,  making  the  exploitation  of  the  “ladder-climbing”  mechanism  very  challenging

[18,31].  In  order  to  stop  such a  loop mechanism and limit  Tg during  the  operations,  power

pulsing has been brought to attention as a convenient approach to attain high energy efficiency

by modulating  the pulse and inter-pulse duration  [32].  Moreover,  power pulsing enables  the

study of the plasma kinetics during the onset of the discharge, providing useful insights into the

underlying  mechanisms  for  vibrational  excitation  and  relaxation  and  their  role  into  the  gas

heating dynamics  [8,9,14,33,34] and the recombination of O atoms to O2 that can affect CO2

conversion  [35].  Therefore,  pulsed  low-power  glow  discharges  form  an  ideal  testbed  for



validation of kinetic models. In fact,  glow discharges are an extremely useful instrument for

studying the plasma kinetics, providing a simple geometry that can be safely approximated to a

plug flow reactor (PFR) [36] and allowing for the application of many in-situ diagnostics (e.g.

Fourier Transform Infrared (FTIR) spectroscopy  [8], Raman scattering  [37], Optical Emission

Spectroscopy (OES) [38] and actinometry [39]). 

With this in mind, we chose to verify our kinetic scheme for vibrational excitation and heating

dynamics in CO2 low-temperature plasmas with the experiments presented by Klarenaar  et al.

[8]. This set of experiments was already applied to unveil the relevant reactions for vibrational

excitation, during the active phase of the discharge  [34], and relaxation, in the afterglow  [9].

These two contributions opened the possibility of using a state-to-state approach to benchmark

the  validity  of  a  multi-temperature  description  of  CO2 plasmas  for  capturing  some essential

features  of  non-equilibrium  phenomena,  as  previously  done  for  N2 [40],  with  reduced

computational  effort.  For  instance,  Kosareva  et  al.  [41] demonstrated  that  the  state-to-state

approach  can  be  substituted  by the  multi-temperature  approach  for  the  problem of  spatially

homogeneous relaxation in non-equilibrium CO2 flows, without sacrificing the accuracy of the

results. The multi-temperature description consisted of up to 4 different temperatures, namely Tg,

and the vibrational temperatures of the symmetric stretching (T1), bending (T2) and asymmetric

(T3) levels [41]. Alternatively, symmetric and bending modes can be described by T12 thanks to

the Fermi resonance between their levels (more details in section 2), reducing the description to a

three-temperature model.  

Despite  Tg is a key parameter determining the efficiency of vibrational energy exchanges and,

more in general, a macroscopic descriptor of plasmas, only a few modelling studies featured its

self-consistent  calculation  for  CO2 discharges.  This  means  that  in  most  cases  we  can  only



estimate  the  degree  of  vibrational  excitation  when  we  know  Tg from the  experiments.  The

possibility of calculating  Tg from the discharge parameters (i.e. power and volume) enables an

appropriate understanding of the gas heating and, ultimately, a better definition of the optimal

discharge conditions to harness vibration-translation non-equilibrium. In the context of N2 and

N2-O2 mixtures, Pintassilgo and Guerra  [42] studied the energy transfer to gas heating with a

Zero-Dimensional  (0D)  kinetic  model.  In  particular,  the  authors  showed  that  the  energy

transferred  to  heat  increases  with  O2 addition  to  N2,  with a  maximum at  20%, in  line  with

experimental observations. More recently, Kelly et al. [43] inferred the plasma dynamics in a N2

pulsed MW discharge by a combination of 0D modelling and experiments. Specifically,  their

study elucidated the role of gas heating in inducing thermal-ionization instabilities, which are

believed to drive the discharge volume contraction with rising gas pressure. Other contributions

on the modelling of these mixtures can be found in the review by Popov and Starikovskaia [44].

For CO2 plasma discharges, Silva et al. [45] modelled the afterglow of a pulsed glow discharge

with a self-consistent calculation of Tg, providing a very good agreement with the experimental

Tg evolution. Their work proved that the gas heating dynamics in the post-discharge region can

be  accurately  described  by  V-T  and  V-V  relaxation.  Their  observation  finds  additional

confirmation in our calculations. However, the energy transfer scheme depicted by their heating

analysis may not be sufficiently descriptive for the active part of the discharge. 

Recently,  Pokrovskiy  et al. [46] studied the relevant mechanisms underlying the onset of gas

heating in a nanosecond capillary discharge at 19-20 mbar. These types of discharges feature

E/N  typically  larger  than  pulsed  glow  discharges  (i.e.  150-250  Td),  promoting  the  direct

electron-impact dissociation over the “ladder-climbing” mechanism. Under these conditions the

well-known phenomenon of the fast gas heating (FGH)  [47] dominates the heating dynamics



during the pulse on-time [46]. FGH is described as an abrupt increase in  Tg occurring in LTPs

due to  fast  transfer  of  energy from electronic  to  translational  degrees  of freedom  [47].  This

mechanism can consume an important fraction of the energy deposited by the electrons onto

molecules,  limiting  the  performance  and efficiency of  the  reactor.  The mechanism of  FGH,

which occurs at the sub-microsecond timescale, was traced back to the quenching reactions of

CO(a3Π),  O(1S) and O(1D) excited  species,  which  are products  of  the  direct  electron-impact

dissociation of CO2 [46]. This heating channel is faster than typical V-T and V-V relaxation [44],

which cannot fully describe the heating dynamics. Indeed, van de Steeg et al. [14] showed that

V-T relaxation makes up only ca. 50% of the total heating rate in a pulsed microwave (MW)

discharge (pulse time = 200 μs,  p = 25 mbar). Under these conditions, the characteristic V-T

relaxation time can be estimated to be about 0.15 ms at 300 K [48], thus other heating pathways

need to be taken into account to explain the Tg evolution. Similar conclusions can be drawn for

the pulsed glow discharge  case,  i.e.  gas  heating  onsets  at  t < 0.1 ms,  before the  maximum

vibrational excitation is reached ( 0.9 ms) [8]. 

In this perspective, we developed a 0D kinetic model to reproduce the temperature (Tg, T12 and

T3) evolution measured by  [8] and verify our new kinetic scheme,  which includes a detailed

description  of  the  vibrational  chemistry  of  CO2,  along  with  the  electronic  excitation  and

relaxation of different species. We constructed the kinetic scheme starting from the preceding

modelling efforts of both the research groups (N-PRiME  [9,33,34] and PLASMANT  [29,49–

51]), following a procedure established within the framework of this collaboration. In this work,

we focused on the modelling of the “single-pulse” measurements  [8],  where the dissociation

degree throughout the pulse is negligible and no dissociation products are left in the subsequent

pulse. In this way, we could study the CO2 vibrational and electronic kinetics and their role into



the  gas  heating  dynamics,  decoupling  it  from  the  influence  of  dissociation  products.  The

inclusion  of  the  collisional  quenching  of  CO2 electronic  states  represents  a  novelty  in  the

modelling of low-pressure pulsed discharges that deserves more attention in the study of the

energy transfers in CO2 plasmas. Upon the verification of the kinetic scheme proposed, here we

demonstrate  the  importance  of  the  relaxation  of  electronically  excited  molecules  besides

vibrational deactivation, which we could bring to light via a self-consistent calculation of Tg.

2. The CO2 vibrational levels

The  CO2 molecule  has   vibrational  normal  modes:  the  v1 symmetric  stretching,  the  doubly

degenerate v2 bending, and the v3 asymmetric stretching mode. The vibrational energy of a CO2

vibrational  level  can  be  estimated  through  the  anharmonic  oscillator  approximation  [52],

described by the following equation [53]:

, (1)
where c is the speed of light, h is the Planck constant, , , ,  are fitted anharmonic constants (taken

from [54] and reported in Table 1), dk defines the degeneration of the vibrational mode (d1 = d3 =

1 and d2 = 2) and vk (with k = 1-3) represent the quantum numbers for v2 and v3, respectively. 

Table 1.  Spectroscopic constants for the calculation of energy levels using (1), obtained from

Chedin [54].

Constant Value (cm-1)
ω1 1335.87915
ω2 667.20435



ω3 2361.64697
χ11 -2.99262
χ12 -5.27638
χ13 -19.14044
χll -1.01428
χ22 1.58003
χ23 -12.54184
χ33 -12.50330
γ111 0.02422
γ112 0.00816
γ113 -0.07736
γ1ll 0.06316
γ122 -0.05166
γ123 0.09561
γ133 0.06142
γ2ll 0.00702
γ222 -0.00471
γ3ll 0.02587
γ223 -0.02052
γ233 0.01834
γ333 0.00631

Note  that  expression  (1)  is  modified,  compared  to  [53],  to  include  a  number  of  additional

spectroscopic constants (namely ) introduced by Chedin [54]. The author calculated also ,  and

g22, which differ somehow from the constants provided by Suzuki [53] and previously used for

the calculation of the vibrational energy [29,33].  In the early 90’s, Császár [55] and Martin et al.

[56] found the spectroscopic constants obtained by algebraic contact transformation from Chedin

[54] to be the most reliable to compute the quartic force field of CO2. In addition, they provide a

better  agreement  with  the  available  spectroscopic  constants  reported  by  Courtoy  [57],  and,

therefore, we chose them for the calculation of the vibrational energies in this study. 

The quantum number  l2 in expression (1) characterizes  the angular  momentum projection of

bending vibrations onto the molecular axis. This number can take the following values:

, (2)



depending if v2 is odd or even [58]. Finally, with these four quantum numbers, one can specify

any CO2 vibrational level via the notation CO2(), also known as Herzberg’s notation. 

In the present  work,  we took into account  the so-called  accidental  Fermi  resonance  [58–61]

among  CO2 vibrational  levels  with  nearly  the  same  vibrational  energy.  More  specific,  the

interaction  between (  and  leads  to  a  perturbation.  These levels,  in  fact,  “repel” each other,

meaning  that  one  of  them is  shifted  up  and the  other  down,  thus  the  actual  levels  are  not

accurately described by the expression (1). It is important to note that in a symmetric molecule,

such  as  CO2,  the  Fermi  resonance  can  happen only  between levels  with  the  same  quantum

number  l2,  which  arises  from  the  symmetry  type  of  the  eigenfunctions  describing  these

vibrational levels [53,58,62]. More on the calculation of the energy correction of perturbed levels

can be found in the study of Amat and Pimbert  [63] and van den Bekerom et al.  [64]. In this

study, the CO2 vibrational levels under Fermi resonance are considered as one single effective

level, following the same approach as in  [9] and  [59]. The energy of this effective vibrational

level is determined through the average of the energies of all the individual vibrational levels in

the  effective  level,  calculated  using  the  anharmonic  oscillator  approximation  (1),  while  its

statistical weight is determined through the sum of the statistical weights of the individual states.

These  effective  levels  are  denoted  in  this  work by CO2(),  where  the  v1,  v2 and  v3 quantum

numbers correspond to the level with the highest v1; the ranking number fis always equal to v1 +

1 and indicates how many individual levels are accounted for in the effective level. For instance,

the level CO2(20003) stands for the coupling of the three individual levels CO2(2000), CO2(1200)

and CO2(0400). The statistical weight gv of a coupled level CO2() is determined by the sum of the

statistical weights of the various individual levels and only depends on the l2 quantum number,

being 1 for  l2 = 0, and 2 (corresponding to two possible directions of rotation) otherwise. For



example, the statistical weight of the CO2(20003) level is 3, i.e. gv = 1 + 1 +1. In the purpose of

keeping consistency in the notations, the levels that are not coupled by Fermi resonance are still

represented by CO2(), using f  = 1.

As a follow-up of the modelling effort carried out by the N-PRiME (Lisbon) group, this study

includes  the  72  vibrational  levels  introduced  by  [33,34] and  extends  the  description  of  the

symmetric (v12, i.e. symmetric stretching and bending modes) levels of CO2, resulting in a total

of 101 vibrational levels, which are listed in Table A1 in Appendix A. In particular, the model

comprises  a  full  description  of  the  symmetric  levels  up  to  0.5  eV  and  all  the  possible

combinations with the first five asymmetric levels. Indeed, we do not include all asymmetric

mode vibrational levels, as we do not focus on the ladder climbing up to the dissociation limit. In

addition, 4 symmetric levels are added to extend the description up to 0.6 eV. Such an extension

is intended to fully identify the role of v12 on the excitation of v3 and on the heating dynamics, as

explained later in the results section. 

3. Description of the model

The kinetic model developed for this study is the result of a collaboration between the research

groups N-PRiME (IST Lisbon) and PLASMANT (Antwerp). The aim of such collaboration is

the establishment of a common procedure to construct a detailed chemistry set for CO2 low-

pressure pulsed direct current (DC) discharges and infer the main pathways characterizing the

heating dynamics in this type of discharges. The verification of the model was first tested and

carried  out  using  the  LoKI  (LisbOn  Kinetics)  simulation  tool  [65,66].  In  this  step,  we

systematically added the vibrational states of CO2 and the corresponding reactions. Concurrently,



we  performed  simple  tests  of  the  Vibrational  Distribution  Function  (VDF)  to  verify  the

correctness of the implementation. The same procedure was then repeated with the ZDPlasKin

code [67], validating the procedure. More details on the procedure and a comparison between the

two simulation  tools  will  be  provided in  a  future study,  with  a  focus  on the verification  of

numerical  models.  After  the  inspection  on the  vibrational  chemistry  of  CO2,  the model  was

implemented  in  the  ZDPlasKin  code  that  was  used  to  obtain  the  results  shown  here.  A

description of the 0D kinetic model, solved with ZDPlasKin, is offered in section 3.1. The main

steps towards the construction of a detailed chemistry set are (i) the construction of a complete

and consistent set of cross sections (c-s) describing the relevant interactions between electrons

and heavy gas species (see section 3.2); and (ii) the implementation of scaling laws to calculate

the rate coefficients for V-V and V-T exchanges (see section 3.3), for which the experimental

values are unknown. Moreover, section 3.4 is dedicated to the inclusion of the relaxation of

electronic states in the model. The complete set of reactions solved by the model can be found in

Table A2 in Appendix A. The input parameters to the simulations are the discharge pressure, the

pulse length, the tube radius and length from experiments  [8]. For the simulations presented in

section 4.1,  the experimental  gas temperature  profile  is  used,  along with the time-dependent

electron density profile estimated from the measured temporal variations of the discharge current

and a E/N of 55 Td, as described by [34]. The simulations with self-consistent calculation of the

gas  temperature  are described in  section  3.5 and the  outcome is  presented  and discussed in

section 4.2. In addition, we tested the model for E/N = 90 Td, as suggested by our calculations

presented in section 3.6. 

3.1. 0D simulations



The present  modelling  study has  been performed using the  ZDPlasKin  [67] simulation  tool,

which provides a self-consistent description of both electron and heavy species kinetics in the

plasma. The 0D simulations were run with a pressure fixed at 6.7 mbar and an initial flow rate of

166 sccm of CO2 at 300 K, in order to reproduce the experimental conditions for the “single-

pulse” measurements presented by Klarenaar et al. [8]. Both pressure and mass flow rate are kept

constant throughout the simulation. Thus, the density of each gas-phase species is multiplied by

p(t = 0)/p(t), where p is the pressure in the reactor. Also the velocity q is updated as q = ṁ(t =

0)/ρ(t)  A, where ṁ is the mass flow rate, ρ is the gas density and A is the cross-sectional area of

the simulated volume. This is done at every time-step during the simulation. Such modifications

are necessary to account for the gas expansion due to increasing temperature and molar flow rate

due  to  dissociation  in  the  plasma.  Both  effects  are  incorporated  in  the  variable  ,  the  gas

expansion factor, which is defined by 

(3)
with M being the total number of particles.   is initially equal to 1 and decreases when the gas

expands  and  it  is  included  in  the  calculation  of  the  conversion  and  product  yields.  After

specifying the initial parameters, the Boltzmann solver BOLSIG+ [68], which is included in the

ZDPlasKin  tool, is  used to  calculate  the electron  energy distribution  function  (EEDF) using

estimated values for E/N and the electron density (ne) while simulating the active part of the

discharge.  E/N  can  be  either  estimated  directly  from  the  experiments  or  self-consistently

calculated from the estimated values of power density (see section 3.6) using Joule’s law, with

being  the  conductivity,  which  is  given  by  .  The  electron  mobility   is  obtained  from  the

Boltzmann solver, and eis the elementary charge. In the afterglow, E/N and ne are set to zero,

because the power deposition is equal to zero and electron impact processes are expected to have

a  negligible  contribution.  For  the  calculation  of  the  EEDF,  it  is  necessary  to  specify  the



scattering cross-sections for electrons colliding with the heavy species in the plasma, along with

the initial gas composition and pressure. Once the EEDF is computed, the macroscopic electron

properties  such as  Te or  rate  coefficients  for  the  electron-impact  reactions  are  obtained  and

provided to the chemistry module of the ZDPlasKin tool. At this point, the 0D model solves the

temporal evolution of the different species densities according to the following equation, 

(4)
in which ns refers to the density of the species s, index j refers to reaction j and index l refers to

the  different  reactants  of  reaction  j  and   are  the  right-  and  left-hand  side  stoichiometric

coefficients of species s, respectively, taking part in reaction j, kj is the reaction rate coefficient,

and  , is the reaction rate, with being the product of densities nl of species present on the left side

of reaction j. BOLSIG+ and the chemistry module are iteratively called to calculate the electron-

impact rate coefficients and species densities, respectively, and to update the EEDF and the gas

composition in a consistent way. For the chemistry module of the simulation, it is necessary to

give as input a chemistry set with the reactions that need to be tested. The systematic addition of

the relevant reactions and rate coefficients is detailed in the following sections. 

The  model  described  here  features  the  self-consistent  calculation  of  T3 and  T12,  which  are

calculated based on the population of CO2(00011) and CO2(10002), respectively.  Thanks to the

close energies of levels in Fermi resonance with non-Fermi bending levels, and to the similarity

of the rate coefficients involving these states, it has been shown that T12 is a good descriptor of

the excitation of both v1 and v2 [8]. In both cases, the vibrational temperature is obtained from

, (5)
where E1 is the energy of the first v3 level for T3 or of the first v12 level for T12, with n1 being the

corresponding density, n0 being the ground-state density of CO2 and kB the Boltzmann constant in



J K-1. Moreover, the self-consistent calculation of Tg is also implemented and applied to validate

the heating mechanism proposed. More details on this calculation are given in section 3.5.

3.2. Electron kinetics

The first step to develop a kinetic model for a gaseous discharge is the selection of a complete

and consistent set of c-s to describe the electron kinetics. The electrons gain energy from the

electric field and subsequently redistribute it among different energy channels. Firstly, the EEDF

is calculated by solving the steady-state, homogeneous electron Boltzmann equation in the two-

term expansion  approximation  [69].  The  electron  Boltzmann  equation  is  solved  taking  into

account elastic and inelastic collisions between electrons and CO2(X1Σ+) molecules, including

vibrational excitation energy losses (corresponding either to the excitation of individual levels or

of groups of  vibrational  levels),  superelastic  collisions  with CO2 vibrationally excited  states,

excitation of two groups of electronic states, and ionization. Moreover, complete sets of c-s are

incorporated for the dissociation products, namely CO, O and O2, despite the splitting of CO2 is

very limited under the conditions of study here.  The choice of the electron impact c-s set was

made upon comparison against the swarm parameters,  more specifically the reduced electron

mobility and the reduced Townsend effective ionization coefficient. In this context, the electron

impact c-s set in [69] provides a very good agreement with the experimental swarm parameters.

The inclusion of higher vibrational levels leads to a deviation of the calculated reduced electron

mobility in the range of E/N = 20-100 Td, which is relevant to this study and thus poses a threat

to  the correctness  of  the  simulations.  Hence,  only the  collisional  processes  contained in  the

electron  impact  c-s  set  of  [69] have  been  used  for  the  numerical  solution  of  the  electron

Boltzmann equation and the calculation of the EEDF. The set of c-s is available at the IST-



Lisbon database  published at  LXCat  and are  described in  detail  in  [69].  Once the  EEDF is

known, the rate coefficients for each electron-impact excitation process from a state i to a state j

are given by

, (6)
where me is the electron mass, u is the electron energy,  is the electron c-s and f(u) is the EEDF.

In the context of the electron-impact vibrational excitation (e-V), the transitions from the ground

state to the higher vibrationally excited levels that are not included in any of the c-s from the data

set  [34,69],  i.e.  and  i = 0 in  v3,  are  calculated  using the Fridman approximation  [26].  The

calculation is based on the following semi-empirical formula:

. (7)
This  expression  allows  the  scaling  of  the  rate  coefficients  C ij for  any  transition  between

vibrational levels i and j, provided that the rate coefficient C01 is known. The magnitude of the

rate coefficient is altered depending on the parameters  and , specific of each plasma species. In

the case of CO2,  for v3 and the value of is unknown [26]. Therefore, for the rate coefficients for

the stepwise excitation of levels  j  from  i > 0, we have chosen to set  for simplicity (i.e. the

magnitude of C01 will  be equal  to  C12).  The rate  constants  Cji for superelastic  collisions  are

obtained from the principle of detailed balance [70]

, (8)
where   are  the  threshold  energies  for  the  corresponding  excitations,  and  gi and  gj are  the

statistical weights of level i and j. The shift in threshold due to the anharmonicity of the oscillator

is taken into account in the detailed balance, where the real energy threshold of the transition is

considered.

In order to verify the correctness of the approach, we added systematically the c-s to the data set,

along with  the  calculation  of  the  corresponding e-V rate  coefficients,  and tested  the  kinetic



model with a Maxwellian EEDF, ensuring that all the vibrational levels included in the model

follow a Boltzmann distribution with Te. The list of the e-V processes included in this study is

available in [34]. This bring us to the inclusion of the V-V and V-T reactions to the model, which

is outlined in the next section.

3.3. Vibrational kinetics

A proper investigation of the underlying mechanisms of the heating dynamics in a gas discharge

demands a detailed description of the vibrational energy exchanges between molecules. Here,

these exchanges  are categorized  as  follows:  (i)  nearly resonant  collisions,  with a  transfer  of

vibrational energy from one molecule to another (V-V); (ii) non-resonant collisions, with inter-

molecule energy exchange and loss of the energy defect to translational degrees of freedom (V-

V-T); (iii) non-resonant collisions, with intra-molecule loss of vibrational energy transferred to

translational energy (V-T). The corresponding state-specific rate constants are taken from the

survey  of  Blauer  and  Nickerson  [59].  Nevertheless,  this  is  not  sufficient  for  a  full

characterization of the vibrational kinetics, since the rate coefficients of the transitions involving

higher levels are missing. Several theories have been developed to calculate the state-specific

rate  constants  for  vibrational  energy  exchange  in  molecular  collisions  [71].  Approximate,

reduced-dimension  methods,  such  as  the  Schwartz-Slawsky-Herzfeld  (SSH)  theory  for  V-T

relaxation [72], the Rapp-Englander-Golden theory for V-V relaxation [73] and the Sharma-Brau

(SB) theory for V-V relaxation induced by long-range forces  [74], are very popular for their

simplicity. A more accurate approach can be based on the Forced Harmonic Oscillator (FHO)

theory  [24,75,76], which is the extension to higher order terms of the same kinetic theory the

SSH  first  order  approximation  is  built  on.  Recently,  Quasi-classical Trajectory  (QCT)



calculations have also been developed and improved in terms of computational effort, making

them a good compromise between calculation time and accuracy [77]. QCT techniques are the

only  viable  approach  to  full  dimensional  dynamics  and  to  the  calculation  of  state-to-state

collisional cross-sections for systems having more than four atoms, such as CO2-CO2 collisions

[78].  For  instance,  Lombardi  et  al.  [79] applied  QCT and  Potential  Energy  Surface  (PES)

techniques  to  the  CO2-CO2 collision  system.  The authors  found that  intermolecular  transfers

essentially involve rotational and vibrational exchanges, while intramolecular energy transfers

efficiently redistribute the energy between symmetric stretching and bending modes, with the

asymmetric  stretching being fully decoupled if  the symmetric  levels  of the molecule are not

sufficiently excited.

In this study, we computed the fundamental transitions given by [59] and scaled the remaining

rate coefficients on the basis of the SSH scaling as described in [70] and following an approach

similar to Kozák and Bogaerts [29] and Silva et al. [9].

Additionally,  we found that  the list  of vibrational  energy exchanges of  [59] is  lacking some

important  reactions  to  fully  depict  the  vibrational  relaxation  processes  occurring  under  the

conditions  of  study.  To  address  this  issue,  we  had  to  add  vibrational  exchanges  with  rate

coefficients provided by different literature references and retrieved under different experimental

conditions or even computationally calculated. Thus, we believe that this step, along with the

selection of the electron impact c-s, represents a major source of uncertainties and, therefore,

requires special attention. For instance, we included the nearly resonant collisional up-pumping

process along v3, given by

CO2(00011) + CO2(00011) ↔ CO2(00001) + CO2(00021), (9)



with the rate coefficients computed applying the SB theory by [9]. The rate coefficients for the

transitions  within higher  v3 levels  were obtained with the SB formulation  described in  [80],

which should be valid for low excitation conditions, i.e. low power input, where  and Tg remains

low. Other CO2 V-V reactions similar to (9), 

CO2(00011) + CO2(01101) ↔ CO2(00001) + CO2(01111), (10)
CO2(10012) + CO2(00001) ↔ CO2(10002) + CO2(00011), (11)
are also incorporated in the model, with the rate coefficients derived from [81]. 

The survey of Blauer  and Nickerson  [59] provides  the rate  coefficients  for only one V-V-T

transition, i.e.

CO2(00011) + CO2(00001) ↔ CO2(10002) + CO2(01101) + 495.77 K, (12)
where  CO2(10002) is  the  effective  level  resulting  from CO2(0200) and CO2(1000),  which  are

strongly  coupled  by Fermi  resonance,  as  detailed  above  in  section  2.  Notwithstanding  that,

reaction (12) can also result in

CO2(00011) + CO2(00001) ↔ CO2(02201) + CO2(01101) + 495.93 K, (13)
leading to a transfer of energy from v3 to pure v2 levels [82,83]. The branching ratio between (12)

and (13) is unknown. However, [82] suggested that the average number of v2 quanta produced by

deactivation of CO2(00011) is equal to 2.8 in the 190-300 K temperature range. Nevertheless, this

value may decrease as the gas temperature increases [84], indicating that the deactivation of v3

leads to the excitation of both CO2(10002) and CO2(02201). With this in mind, we included both

(12) and (13), assuming a branching ratio of 50:50. The rate coefficient for (13) was measured to

be  by Lepoutre et al. [82], as reported in [85]. This rate coefficient differs from the one given in

[59] for reaction (12). The difference is shown in Figure 1, where the rate coefficients for (12)

and (13) are plotted as a function of Tg, in the interval of interest for this modelling study.



Figure 1. Plot of the forward (kf) and reverse (kr) rate coefficients for (12)  [59], and for (13),

measured  by  [82],  as  a  function  of  the  gas  temperature.  The  reverse  rate  coefficients  are

calculated according to the principle of detailed balance [70].

The comparison displayed in Figure 1 shows that  important  deviations  arise at  Tg < 400 K.

However,  both rate  coefficients  converge  at  ca.  480 K,  which  is  right  in  the middle  of  the

temperature range of study here, although they deviate again at higher temperatures. Moreover,

Lepoutre et al. [82] measured the deactivation of CO2(00011) (13) in a low Tg range (190-300 K),

which  is  relevant  for  the  study  of  radiative  transfer  processes  in  the  middle  atmosphere.

Therefore, their rate coefficient may not describe with sufficient accuracy the role of (13) at

higher  Tg. Following this reasoning, and for consistency with the other vibrational exchanges

included in this study, we kept the rate coefficient of (13) equal to the one of (12), and we scaled

it for the higher levels using the SSH theory.



At  this  point,  we  would  like  to  emphasize  that  the  SSH  and  SB  theories  are  affected  by

limitations at high temperatures (Tg > 1200 K) and high vibrational quantum numbers (vn > 5),

which may potentially lead to overestimation of the computed rate coefficients  [61]. However,

these limitations do not pose a threat to the reliability of the calculations presented here since the

experimental measurements [8], used for the validation of the model, were obtained in a low

excitation regime, resulting in  K. 

Starting from the foundations laid by [9], we extended the vibrational description to 101 levels,

accounting for a total of ca. 450 V-T, 600 V-V-T and 1700 V-V direct reactions. All the rate

coefficients associated with these reactions are fitted from the following expressions dependent

on Tg [59]:

, (14)
where A, B, and C are fitting constants.

The inverse reaction rate coefficients are computed from the principle of detailed balance [70].

Further details on the principles and the procedure to construct the vibrational chemistry used in

this study can be found in [9]. 

Another important V-T reaction included in this work is the deactivation of v3 (15) and v2 (16)

levels by collision with oxygen atoms (V-T O) [86]:

, (15)
with v, and

, (16)
with  v and  w =  v -  1.  The  rate  coefficients  of  reactions  (15)  and  (16)  are  assumed  to  be

independent of  and given by  and , respectively  [85]. Because of their high rate coefficients,

these reactions represent a very efficient  quenching mechanism of vibrationally excited CO2,



which can significantly affect the VDF of  v3 and the heating dynamics, even at relatively low

concentrations of O atoms [87] (see section 4.2). The deactivation of higher v3 and v2 levels, as

well as of mixed levels, is included without any scaling of the corresponding rate coefficients. 

The vibrational excitation of the dissociation products of CO2, i.e. CO and O2, is not taken into

account in this study, since the dissociation degree is very low (< 0.7% with E/N = 90 Td). Its

influence  on  the  vibrational  excitation  of  CO2 will  be  investigated  in  a  future  study,  with

experimental conditions under which the dissociation degree in the plasma is not negligible.

As  we did  for  the  implementation  of  the  e-V transitions,  here  we added systematically  the

vibrational  exchanges  while  verifying  the  correctness  of  the  procedure.  In  this  case,  the

inspection was done by running a simulation with a very low ne and Te as input parameters, thus

the VDF is in a Boltzmann distribution with Tg set in the model, if the implementation of new

reactions is correct. More details on this verification step will be offered in a future publication.

3.4. Relaxation of electronic states

Along with V-T relaxation, the relaxation of electronically excited molecules can be responsible

for  the  onset  of  gas  heating  at  the  beginning  of  the  discharge  pulse.  As  discussed  in  the

Introduction, little attention has been paid to the mechanism of FGH in CO2 non-equilibrium

discharges. We believe that FGH has been disregarded by the modelling investigations of such

discharges due to assumptions made on E/N and the description of electronic states, which is still

very challenging in the case of CO2. However, in this study, we aim to demonstrate that the role

of  electronic  states  is  not  limited  to  the  promotion  of  CO2 dissociation,  under  the  typical

conditions of operation in low-pressure pulsed glow discharges (i.e. E/N = 50-90 Td,  Te  = 2-3



eV). The contribution of the relaxation of O(1D) and CO(a3Π) excited states was recently studied

by [46] in a nanosecond pulsed discharge with high specific deposited energy ( eV/molecule).

This led to the estimation of E/N  150-250 Td, thereby a significant part of the discharge energy

goes  to  electronic  excitation.  The  authors  well  described  the  FGH phenomenon  with  a  1D

axisymmetric model, validating their kinetic scheme with experimental results. In their model,

the rate of direct electron-impact dissociation of CO2, to give  O(1D) and CO(a3Π) as products,

along with the corresponding ground states O(3P) and CO(1+), is calculated from (6) by using

Phelps c-s for electronic excitation, with threshold energy of 7 and 10.5 eV [88] for 

(17)
and

, (18)
respectively. This choice was motivated by the observations of Babaeva and Naidis  [89], who

compared estimates of the CO2 conversion efficiency, obtained using Phelps [88] or Polak [90]

c-s for dissociation, with available experimental data. As an outcome, the authors [89] suggested

the use of one of the two Phelps c-s, either with 7 or 10.5 eV threshold energy, as they provided

a  better  agreement  with  the  measured  conversion  efficiencies  than  Polak  c-s,  which

underestimate the efficiency. A plot of the c-s from [88] and [90] as a function of the electron

energy is provided in Figure 2. However, the sum of both Phelps c-s leads to overestimation of

the conversion [89] and yet it is necessary to accurately compute the EEDF [69]. Moreover, the

use of Phelps c-s for CO2 dissociation is only recommended for E/N  90 Td, larger than the focus

of this study. On the other hand, previous contributions  [91,92] underlined the importance of

Polak  c-s  via  numerical  modelling  and  experiments  for  E/N <  100  Td.  These  c-s  describe

dissociation reactions (17) and (18), with energy threshold of ca. 7.5 and 11.9 eV, respectively. 



Figure 2. Phelps  [88] and Polak  [90] cross sections for electronic excitation and dissociation,

respectively,  as a function of the electron energy. CO2(E1) and CO2(E2) represent a group of

electronic states with a threshold energy of 7 and 10.5 eV, respectively [88].

The comparison between the magnitude of Phelps and Polak c-s, depicted in Figure 2, indicates

that the former set likely includes pure electronic excitation channels beyond electron-impact

dissociation.  This  further  encouraged  us  to  use  Polak  c-s  for  the  calculation  of  the  CO2

dissociation rate. However, as anticipated earlier, Phelps c-s are needed to compute the EEDF as

they assure a valid prediction of the swarm parameters when used in a two-term Boltzmann

solver and for E/N < 1000 Td [69]. In particular, the replacement of the Phelps with the Polak set

leads to miscalculation of the reduced Townsend effective ionization coefficient,  highlighting

that some electron energy losses, which are not ascribable to dissociation, are missing in  [90].

Therefore,  considering  the  above  observations,  we  kept  the  Phelps  c-s  for  the  excitation  to

CO2(E1) and CO2(E2), which are already integral part of the LXCat set [69] used in this work,



solely for the calculation of the EEDF and, thus, of the E/N, as recommended in [69] and used in

[93]. However,  we used the Polak set for the calculation of the rate of electron-impact  CO2

dissociation and a new set, derived from the subtraction of the Polak to the Phelps c-s, for the

rate of excitation of CO2 to CO2(E1) and CO2(E2). This has been done with the assumption that

the fraction of electron energy that is not spent into dissociation goes into electronic excitation

[91,92] and, subsequently into heat. The approximation on the calculation of the rate coefficients

for electronic excitation of CO2 is needed in order to reduce any possible overestimation on the

total production of electronic states due to the sum of Polak’s c-s (for dissociative states only)

and Phelps’ c-s (where dissociative states are likely to be already included). We believe that the

model could be further optimized with a deeper knowledge on the nature of the electronic states

of CO2 and by having a complete  set of  c-s for  CO2 which allows to discriminate  between

dissociative, radiative and non-radiative (whose collisional quenching releases heat) electronic

states.

The electronic states included in this modelling work are listed in Table 2. 

Table 2. Electronic states included in the model and their energy thresholds.

Electronic state Energy threshold (eV)
CO2(E1) 7
CO2(E2) 10.5
CO(a3Π) 6

O(1D) 1.96

The inclusion of O(1D) and CO(a3Π) is motivated by their formation as consequence of reactions

(17) and (18). The relaxation rate coefficients for these species can be found in Table A2 in

Appendix A, and more information is available in  [93]. The exact composition of the lumped

CO2(E1)  and CO2(E2)  excited  states  is  unknown, and there is  a  lack of kinetic  data  for  the



relaxation  of  electronically  excited  CO2 molecules  in  literature.  Therefore,  we  adopted  a

relaxation rate coefficient equal to the sum of  and , assuming that CO2 excited states behave

similarly to . Deeper investigation and characterization of the electronic excitation and relaxation

of CO2 are urgently needed to reduce the number of approximations required for modelling the

heating dynamics. 

3.5. Self-consistent calculation of 

The results presented in section 4.2 were obtained with simulations featuring the self-consistent

calculation of . To this end, the model solves the following heat balance equation

(19)
where  N is the total  heavy-particle density,   is the ratio of specific heats,  is the gas heating

power density due to elastic electron-neutral collisions,  is the heat released (or consumed) in

reaction j, and  is the power density loss due to exchanges with the surroundings. For CO2,  is

taken from Silva et al. [45], who estimated it based on [94], and .

Considering a gas discharge under isobaric conditions and assuming that the heat conduction is

the dominant cooling mechanism, we considered the external cooling term as follows

, (20)
in which  is the gas thermal conductivity, and  is the wall temperature taken as 300 K. In this

work, the gas thermal conductivity is  W m-1 K-1 as previously used by [17,32,45] and estimated

from [95] for CO2. The radius of the reactor r is set to 1 cm [8]. 

The contribution of reaction j to the gas heating (, in K s-1) is recorded throughout the simulation

according to the following expression, derived from the heat balance equation



. (21)
Analogously, the electron energy loss rate (, in eV s-1) is computed as follows:

, (22)
where  is the rate and  the energy threshold of the electron-impact reaction j.  and  will be later

used  to  describe  the  contribution  of  different  classes  of  reactions  to  the  electron  energy

deposition onto distinct processes, and to the gas heating, respectively.

3.6. Estimation of the reduced electric field (E/N)

The E/N is an essential parameter to define the energy transfers between electrons and heavy

species in discharges where the dynamics is dominated by electron impact processes, whose rate

coefficients depend on E/N. The balance between electron creation by ionization and loss by

electron attachment, volume recombination and diffusion to the walls determines the sustaining

E/N.  In  particular,  under  the  conditions  studied  here,  dissociative  electron  attachment  ()

constitutes the main electron loss channel, producing stable negative ions , as well as , which are

formed by  [96]. The inverse reactions, i.e. electron detachment (see Table A2 in Appendix A),

are slower than attachment,  determining a reduction in  ne,  which needs to be replenished by

additional ionization in order to sustain the discharge. Therefore, the E/N will be mainly defined

by the balance between electron attachment and volume recombination and ionization. 

Klarenaar  et al.  [8] estimated a E/N of 60 Td by measuring the potential difference over two

metal rods pointing inside the positive column of the reactor, while maintaining a continuous

discharge of 50 mA at 6.7 mbar.  From this value,  they calculated  ne as 1010 cm-3, using the

electron drift velocity estimated from [97]. Later, Grofulović et al.  [34] calculated a E/N of 55

Td  for  the  same  conditions,  in  good  agreement  with  [8].  In  order  to  further  confirm these



calculations, we performed a self-consistent calculation of E/N and ne using the current profile

provided by [8] and a fixed voltage of 1.5 kV. The E/N is computed as follows:

, (23)
where  is the power, calculated as the current multiplied by the voltage, VR is the reactor volume

and e is the elementary charge. 

The electron density  ne is computed by ZDPlasKin and its magnitude is a result of a balance

between electron-impact processes (i.e. ionization and attachment) and volume recombination

reactions.  The  self-consistently  calculated  E/N,  along  with  the  corresponding  Te,  and  ne are

plotted in panels (a) and (b) of Figure 3, respectively, as a function of the discharge time.



Figure  3.  Time-evolution  of  (a)  self-consistently  calculated  E/N  and  Te and  (b)  ne,  self-

consistently calculated and estimated from the experimental current profile [8,34].

Our simulations suggest a larger E/N than the previous estimations (i.e. ca. 90 Td vs 60 Td [8]

and 55 Td [34]), with a corresponding Te of ca. 27000 K (Figure 3(a)). The difference with E/N

estimated from the experiments [8] can be ascribed to the fact that the measurements of the

potential difference were performed in a continuous discharge and not in a pulsed regime. In the

latter  situation,  ionizing conditions are needed to build up the electron density to sustain the



discharge, at least at the beginning of the pulse. In other words, E/N is likely to be larger than 60

Td for a good part of the pulse. Instead,  the differences in the calculated values of the self-

consistent  sustaining  field  between  [34] and the present  calculations  are  associated  with the

different discharge models used and still require further investigation.  For instance,  [34] only

considered CO2
+, whereas, in our chemistry set, additional positive and negative ions are also

included. As pointed out at the beginning of this paragraph, the negative ions O - and CO3
- are

important  products  of  the  dissociative  electron  attachment  reactions,  which  reduce  ne and,

consequently,  increase  E/N. In  view  of  this,  a  detailed  comparison  of  the  different  model

formulations will be carried out in a future publication.

It is worth mentioning that the total length of the reactor tube, i.e. 23 cm, was used to calculate

VR and, therefore, the power density (P/VR). This means that the power density may be larger

than in our calculations if the plasma does not fill completely the entire volume, which in turns

leads to higher E/N according to equation (23). On the other hand, the voltage evolution during

the pulse is not known [8] and the assumption of a fixed value may be not accurate. Indeed,

Damen  et  al.  [99] displayed  the  voltage  profiles  for  similar  conditions  in  the  same  glow

discharge reactor of [8]. The authors showed that the voltage magnitude is not constant during

the active phase of the discharge, dropping significantly during the first millisecond to maintain

the current constant at 50 mA. The unsteadiness of the voltage directly affects the computation of

the power density and leads unavoidably to inaccurate ne, as shown in Figure 3(b), and to the E/N

and Te evolutions, displayed in Figure 3(a). Therefore, in our simulations, we kept the ne profile

estimated from the experimental current profile and we tested two values of E/N, i.e. 55 Td, for

comparison  with  [34],  and 90 Td,  as  an  average value of  the  profile  shown in  Figure 3(a).

Additional simulations that we performed with a range of E/N values also support the choice of



90 Td. More specifically, a E/N of 94 Td is needed to sustain the discharge and compensate for

the electron losses to dissociative attachment during the onset of the discharge. After that, E/N

should slowly decrease; otherwise, ne exceeds the estimation based on the current profile. Hence,

we believe that 55 and 90 Td represent two extreme situations that can describe the end and the

beginning of the discharge pulse, respectively.  In the next sections, we present the simulation

outcomes for both E/N values, first without and then with self-consistent calculation of Tg. The

effect of E/N on the gas heating dynamics is discussed in section 4.2. 

4. Results and discussion

4.1. Validation of the vibrational kinetics

The investigation of the vibrational kinetics by means of a kinetic model must first be based on a

confirmation  of  the  kinetic  scheme  with  experiments.  To  this  end,  the  “single-pulse”

measurement performed by Klarenaar et al. [8] in a pure CO2 glow discharge represents an ideal

benchmark for the validation of a 0D kinetic model. Indeed, this measurement was already used

for this purpose by Grofulović et al. [34]. The authors demonstrated that their model was able to

predict  in  good  approximation  the  evolution  of  T3 while  introducing  the  experimental  Tg

evolution,  the  ne profile  estimation and a E/N of 55 Td as input parameters.  The very good

agreement between the model predictions and the experimental results verified the description of

the  kinetics  of  v3.  As  a  follow-up  to  their  work,  we  started  our  modelling  study  from the

simulations  performed  by  [34] and  we  replicated  the  comparison  with  the  experimental

temperature profiles to validate the changes we have implemented since then. The comparison is

illustrated in Figure 4.



Figure 4. Time-evolution of  T12 and  T3, measured and digitalized from  [8] (circles), simulated

and  digitalized  from  [34] (dash-dotted  lines),  and  simulated  in  this  study (solid  lines).  The

experimental Tg profile, used for the simulations, is also plotted. 

The  new chemistry  set  refines  the  agreement  with  the  experimental  vibrational  temperature

profiles  when  compared  to  the  previous  effort  [34].  In  particular,  T3 and  T12 show  similar

evolutions during the first millisecond in the pulse, until the peak in T3 is reached. After that, a

deviation in the model predictions arises: our  T12 more or less follows the experimental trend

whereas T12 calculated in [34] relaxes to Tg. Our reaction analysis indicates that the CO2(10002)

level, from which T12 is derived, is mostly populated by e-V, V-V and V-V-T reactions at 1 ms.

and  Tg is still too low to have an important contribution from V-T reactions.  To explain the

discrepancy of the results, note that in [34] while considering the complete vibrational kinetics of

[59],  the  repeated  reaction  CO2(11102)  +  CO2(01101)   CO2(10002)  +  CO2(10002)  was  badly



adjusted  to  CO2(11102)  +  CO2(00001)   CO2(10002)  +  CO2(10002).  The  latter  reaction,  not

considered in this study, leads to an underestimation of the higher bending and symmetric levels

(v2 > 2 and v1 > 1) at short-time scales (t  <  5 ms) of the plasma pulse. Notwithstanding this

correction,  the temperature of the symmetric  levels was still  underestimated compared to the

experiments. Therefore, the reason for the different  T12 is to be sought elsewhere. Specifically,

CO2(00011)  +  CO2(00001)  ↔ CO2(02201)  +  CO2(01101)  was  only  introduced  in  this  study;

analogously to reaction (12), this V-V-T reaction populates  v12 at the expense of  v3. The close

coupling via efficient V-V exchanges of CO2(02201) and CO2(10002) causes an increase in T12,

explaining the improved agreement with the experiments. These results confirm the importance

of the additional V-V-T process to describe the vibrational kinetics of both  v3 and  v12, whose

evolutions are closely related. Moreover,  Grofulović  et al.  [34] found that the populations of

some v12 states were underestimated by their model compared to the experiments. The temporal

evolution of the calculated and measured normalized populations of CO2(v1000f),  CO2(0v2
v201),

and, in addition, CO2(000v31) are presented in panels (a), (b) and (c) of Figure 5, respectively.





Figure 5. Normalized density of several states (a) in the symmetric stretching mode, (b) in the

bending mode  and (c)  in  the  asymmetric  stretching  mode  of  vibration  as  a  function  of  the

discharge time. The circles corresponds to the experimental data [8] (digitalized from [34]), the

asterisks to the calculations of [34] (digitalized) and the solid lines to our calculations.

For v12, our model results are in very good agreement with the experimental data (Figure 5(a,b)),

displaying a growth of the vibrational populations closer to the experiments than the predictions

of  [34].  In  fact,  the  additional  V-V-T  transfer  considered  in  this  study  speeds  up  the

redistribution of the energy from v3 to v12. Figure 6 shows that the characteristic relaxation rate

coefficient of V-V-T transfers is right in between typical V-V and V-T transfer rate coefficients.



Figure 6. Net (forward minus reverse) rate coefficients of the main relaxation reactions of the

first asymmetric level of CO2 as a function of the gas temperature.

Despite V-V is a faster transfer, V-V-T and V-T reactions represent a nearly irreversible loss of

energy for v3 to v12, since V-T from v12 is a very efficient channel of loss of vibrational quanta

and,  consequently,  heating,  as  demonstrated  in  the  next  section  and  pointed  out  in  [100].

Therefore,  V-V-T  relaxation  can  be  identified  as  a  relevant  mechanism  determining  the

timeframe for a significant T3-Tg non-equilibrium. 

Nevertheless, some underestimation of the growth of the  v12 populations,  along with a slight

overestimation of the v3 population, is still present during the onset of the discharge (cf. Figure

5). This discrepancy indicates that fast energy transfer mechanisms from v3 to v12 may still lack in

our model. As suggested by [34], collisions with O2 molecules or excited atoms may play a role

here, even though the CO2 dissociation degree is typically very low at the beginning of the pulse.

Alternatively, V-V-T relaxation may be faster than dictated by the rate coefficient proposed by

Blauer  [59] at  the beginning of the pulse,  at  300 K, as highlighted  by the  comparison with

Lepoutre [82] in Figure 1 above. 

As explained in section 3.6, our self-consistent calculation of E/N suggested that at least 94 Td is

needed to sustain the discharge during the onset phase and that E/N > 55 Td is likely to persist

throughout the pulse duration. This considered, we tested a E/N of 90 Td, as averaged from

Figure 3(a), to investigate the effect into vibrational excitation.  The comparison between the

vibrational temperature evolutions for a fixed E/N of 55 and 90 Td is shown in panel (a) of

Figure  7,  while  in  panel  (b),  the  electron  energy  deposition  rate  into  different  excitation

processes as a function of time is depicted for the same conditions. 



Figure 7. (a) Simulated time-evolution of T12 and T3 for a fixed E/N of 55 Td (solid lines) and 90

Td (dash-dotted lines); (b) electron energy loss rate to (1) asymmetric stretching, (2) symmetric

levels,  (3)  electronic  excitation,  (4)  direct  dissociation  and  (5)  other  processes  (namely

ionization, attachment and elastic scattering). 



The choice of the E/N significantly affects the way the energy is transferred from the electrons to

the different degrees of freedom and excitation channels. Indeed, at 90 Td, clearly more electron

energy (ca. 5 eV s-1 more) is transferred to the asymmetric stretching and symmetric vibrational

levels, as well as to the electronically excited levels (increase of up to 45 eV s-1), and to direct

dissociation (ca. 10 eV s-1 more).  However,  the increase in energy deposited into vibrational

levels,  highlighted  by the  arrows in  panel  (b)  of  Figure 7,  does  not  determine  a substantial

increment in vibrational temperature, in panel (a). Indeed, the extra energy deposited is promptly

distributed over the entire array of levels through V-V-T and V-T relaxation, whose efficiency

increases with Tg. Hence, we consider the vibrational kinetics description proposed in this study

validated  for  the  interval  of  E/N  relevant  for  the  pulsed  glow  discharge  experiments.

Notwithstanding  this,  a  E/N of  90 Td means  a  larger  amount  of  energy relocated  from the

electrons to the heavy species compared to 55 Td, triggering different excitation and heating

channels. In this connection, a deeper discussion is given in the next section.

4.2. Gas heating dynamics

While the validation of the vibrational kinetics can be conducted by imposing a  Tg profile as

input parameter for the model, as demonstrated in previous section, the same cannot apply for

the study of the gas heating dynamics. In fact, panel (b) of Figure 7 shows that the selection of

the E/N determines the excitation routes that are activated, among which vibrational excitation is

only one of the possible pathways, and to which extent they are energized.  To verify the impact

of E/N on the gas heating dynamics, we performed simulations with self-consistent calculation of

Tg.  The outcome for E/N = 55 and 90 Td, compared against  the experiments,  is  reported in

Figure 8. 



Figure 8. Experimental (circles) and simulated (dash-dotted lines E/N = 55 Td; solid lines E/N =

90 Td) temperature profiles as a function of the discharge time.

Interestingly,  the choice of the E/N within the range of interest for this study does affect the

vibrational excitation of CO2. In accordance to Figure 7(b), the  Tg profile in Figure 8 is now

dependent  on  the  chemistry  that  is  activated  by  the  electrons.  Therefore,  an  overall  lower

excitation regime determines a diminished heating rate. In general, E/N = 90 Td provides a better



agreement with the experiments, confirming our hypothesis that E/N > 55 Td endures throughout

the pulse length. 

With attention paid to the afterglow in Figure 8 i.e. t > 5 ms, it is visible that both simulated T12

and T3 lie slightly above the experimental values for long time, without fully relaxing to Tg. The

experimental profiles instead indicate that thermalization between vibrational and translational

degrees of freedom is reached in 1 ms after the pulse on-time. A comparison with [45] for the

same  experimental  conditions  suggests  that  wall  deactivation  of  vibrationally-excited  CO2

molecules, which is not included in our study, may help in further refining the agreement with

the experiments in the post-plasma region. Nevertheless, under the conditions tested, we expect

the contribution of this deactivation mechanism into the gas heating to be very small compared

to V-T relaxation. 

Thus, in order to investigate the relevant heating sources at 55 and 90 Td, and to picture the

heating  dynamics,  we  plotted  in  Figure  9  the  contributions  of  the  most  relevant  reactions,

expressed as heating rates, as a function of the discharge time.



Figure 9. Calculated evolution of the heating rate from: (1) relaxation of CO(a3Π) and O(1D); (2)

relaxation of CO2(E1) and CO2(E2) electronic states; (3) V-T relaxation from v3 to v12; (4) V-T

relaxation of v12; (5) V-T deactivation by collisions with O atoms; (6) V-V-T relaxation; (7) other

reactions (namely electron-ion recombination, ion-neutral, V-V relaxation, thermal reactions and

electron-neutral elastic scattering). 

This  comparison  indicates  that  V-T and  V-V-T relaxation  contributions  are  barely  changed

between 55 and 90 Td, suggesting that the underestimation of the gas heating, at 55 Td, comes

from elsewhere. Indeed, the double arrows in Figure 9 evidence the most relevant differences

between  the  two cases.  Of  particular  interest  is  the  striking  increase  in  vibration-translation

deactivation  by  O  atoms  and  in  electronic  relaxation.  While  the  former  becomes  important

towards the end of the pulse, the latter strictly follows the current profile and is a result of a

larger fraction of energy deposited into CO2(E1) and CO2(E2) by electrons at 90 Td (Figure

7(b)). In fact, turning off this process would reflect into overpopulation of  v3, resulting in a  T3

peak value of nearly 1000 K. During the same timeframe (i.e. 1 ms), Tg would be underestimated



to a bigger extent than setting E/N = 55 Td, confirming the necessity of including this relaxation

process  into  the  description  of  the  heating  dynamics.  In  particular,  the  relaxation  of  CO2

electronic states is a source of FGH (i.e. with characteristic relaxation times smaller than V-T

and V-V-T processes [44]) which smooths out the T3 peak and reduces the duration of the T3-Tg

non-equilibrium. Note that its fast kinetics is highlighted by the spike at the very beginning of

the pulse (see solid curve (2) in Figure 9). Indeed, the production of electronic states strongly

depends on ne and the consequent quenching happens at the sub-microsecond scale, depending

on the pressure. Thus, excitation and de-excitation are nearly simultaneous and, therefore, the

corresponding heating mechanism accurately resembles the current profile. On the other hand,

the vibrational excitation is faster than the relaxation at low temperatures, which is the basis for

vibration-translation non-equilibrium. Hence, the V-T profile (curves (4) in Figure 9) is shifted

in  time,  eventually  crossing  over  into  the  afterglow,  where  the  electron  kinetics  is  fully

quenched. The existence of FGH in pure CO2 was already brought to light by [46], although their

study  covered  a  range  of  E/N  150-250  Td.  On  the  other  hand,  van  de  Steeg  et  al.  [14]

demonstrated that in pure CO2 pulsed MW plasma, for a similar interval of E/N, V-T relaxation

is responsible for up to 50% of the total heating rate, suggesting that the remaining part most

likely  comes  from electronic  relaxation.  Their  observations  are  in  good agreement  with our

calculations. Specifically, Figure 10 shows that after ca. 1.5 ms, the contribution of CO2(E1) and

CO2(E2) collisional quenching stabilizes around 35% of the global heating rate, while V-T from

v12 contributes  for  ca.  50%.  During  the  first  millisecond  in  the  pulse,  however,  electronic

relaxation is the leading heating pathway, whereas the afterglow is dominated by V-T relaxation

from  v12 and  V-T  deactivation  upon  collision  with  O  atoms.  In  fact,  in  the  afterglow  the



electronically excited states are quickly quenched and the thermal balance is ruled by V-V, V-T

and thermal conductivity, in agreement with [45].

Figure 10. Percentage contribution to the gas heating rate from: (1) relaxation of  CO(a3Π) and

O(1D); (2) relaxation of CO2(E1) and CO2(E2) electronic states; (3) V-T relaxation from v3 to v12;

(4) V-T relaxation of v12; (5) V-T deactivation by collisions with O atoms; (6) V-V-T relaxation;

(7) other reactions (namely electron-ion recombination, ion-neutral, V-V relaxation and thermal

reactions and electron-neutral elastic scattering). Note that the contributions are stacked in order

from (1) to (7).

This last finding highlights the relevance of O atom kinetics to describe the vibrational kinetics

of CO2, as pointed out by [87]. Indeed, at the end of the pulse, the CO2 conversion is only 0.7%,

corresponding to an O atom fraction of 0.6% and, yet, it is responsible for ca. 5% of the heating

during the pulse and up to 35% in the afterglow. However, we would like to stress that the



effects  of  the  dissociation  products  on  vibrational  excitation  and  gas  heating  will  be  more

accurately addressed in a future study, and this observation further motivates us to prosecute it. 

With the information collected in this modelling work, we are now able to propose a gas-heating

scheme for a pure CO2 pulsed low-pressure plasma, which is depicted in Figure 11.

Figure 11. Schematic overview of the flow of energy in a pure CO2 low-pressure pulsed plasma.

The red arrows stand for the main heating mechanisms involved: vibration-vibration-translation

(V-V-T) relaxation,  vibration-translation  (V-T) relaxation  and V-T deactivation  by collisions

with oxygen atoms (V-T O atoms) and collisional quenching of electronic states coming from

direct excitation or electron-impact dissociation of CO2. 

In a typical implementation of plasma technology for CO2 recycling, the energy from renewable

sources  is  supplied  as  electricity  to  the system.  Thus,  the plasma source is  turned on and a



plasma is ignited in the gas. The electrons collide with CO2 molecules and a fraction of their

energy is transferred into dissociation. The excited dissociation products, CO(a3Π) and O(1D),

contribute to the gas heating through collisional quenching with heavy species. Besides that, an

important  fraction of the electron energy is  spent into excitation of electronic states of CO2,

which promptly relaxes to heat. The rest of the electron energy goes into vibrational excitation;

of this, more than half is deposited into v3 and the rest into v12. The energy stored in v3 is then

distributed over v12 by V-V-T relaxation and partially by V-T deactivation upon collision with O

atoms (V-T O). Finally, the energy is transferred efficiently to translational degrees of freedom

due to fast relaxation of low-lying v12, accounting for a large part of the total heat. 

The presence of these multiple channels for gas heating reduces the extent and the timeframe to

exploit  V-T non-equilibrium in CO2 plasmas.   E/N < 90 Td would be required to  limit  the

dispersion of electron energy into electronic excitation and, consequently,  heat.  On the other

hand,  high E/N are necessary to  ionize  the gas and sustain  the discharge in  CO2,  due to  ne

depletion  through  efficient  electron  attachment.  This  means  that,  at  the  beginning  of  the

discharge pulse, electron energy is unavoidably lost to other excitation processes than vibrational

excitation. Therefore, the redefinition of the conditions suitable for a consistent and exploitable

vibrational excitation, as well as its possible role into dissociation, is highly desirable. In this

regard,  we  aim  to  provide  more  insights  in  a  future  study,  where  we  will  focus  on  the

dissociation of CO2 and its effects on the heating dynamics. 

5. Conclusions



Plasma technology is very promising to convert CO2 and store excess of energy from renewable

sources  into  valuable  compounds.  Experimentally,  evidences  for  very  energy-efficient

conversion (up to 90%) were provided in the past. The key of these successful experimental

results may lie behind vibrational excitation of v3, which is believed to represent a very efficient

channel for CO2 dissociation. Nevertheless, this hypothesis found increasingly less support since

it is practically difficult  to realize.  With this purpose, pulsed discharges have been proposed.

Theoretically, the pulse and inter-pulse time modulation can help to selectively excite  v3 while

maintaining  Tg low, which is a pre-condition to sustain a consistent V-T non-equilibrium and

drive the stepwise excitation up to the dissociation limit of CO2. On the other hand, experiments

have not yet evidenced any prominent vibrational excitation in pulsed discharges, and T3-Tg non-

equilibrium seems limited to t < 1 ms and Tg < 500 K. 

In this study, we focused on validation of chemistry and gas heating dynamics in the ideal case

of pure CO2 using the single-pulse measurements performed by Klarenaar et al. [8]. In a multi-

pulse situation,  reaction products build up. Our present model needs to be expanded with an

accurate description of CO, O and O2 in order to assess their effect on chemistry and gas heating.

Nevertheless, this study sets the stage for an in-depth and self-consistent investigation of the

mechanisms underlying the energy exchanges in CO2 low-temperature plasmas.

Thus far, modelling investigations focused on the study of the vibrational kinetics, identifying V-

T relaxation as central mechanism for vibrational depopulation and gas heating. However, the

energy transfer between different vibrational modes still lacks a clear interpretation. In particular,

here we pinpoint the key role of V-V-T relaxation in coupling the kinetics of  v3 and  v12. The

validation  of  our  new  kinetic  scheme  with  experiments  provides  evidence  of  the  essential

contribution of v12 in promoting the gas heating in pure CO2 discharges. 



In  addition,  V-T  relaxation  alone  cannot  fully  describe  the  heating  dynamics  under  typical

experimental  conditions.  This  hypothesis  was  recently  supported  by  some  experimental  and

theoretical  investigations  [14,46],  and finds  confirmation  in  our  study.  In  particular,  our  0D

simulations with self-consistent calculation of Tg predict a contribution of ca. 35 % to gas heating

from electronic relaxation, and even up to nearly 100% during the onset of the discharge. Despite

the uncertainties related to the characterization of the electronic states of CO2 and the lack of

accurate relaxation  rates,  our work strongly suggests the importance  of electronic  collisional

quenching to portray the underlying  heating mechanism in CO2 plasmas.  Finally,  it  is worth

mentioning that the O atom kinetics plays an important role in the heating dynamics as well,

becoming essential to describe the energy transfers in the afterglow, where the electron kinetics

is quenched. This observation confirms the insights provided by previous studies on CO2 low-

pressure  plasmas  and will  be subject  of  more  in-depth  investigation  in  a  future  publication.

Indeed, we expect the role of V-T relaxation by O atoms in the heating dynamics to become even

more important in discharges with higher dissociation degrees, i.e. in discharges in continuous

regime.

This modelling effort establishes the basis for the redefinition of the operational parameter space

for  sustaining  a  consistent  vibrational  excitation  and  its  potential  contribution  into  CO2

dissociation. The polyatomic nature of CO2 and, therefore, the existence of low-lying symmetric

stretching and bending levels besides the asymmetric levels is a major constraint to a strong V-T

non-equilibrium. Additional limitation is posed by the fast loss of energy into electronic states

and,  subsequently,  heat,  which  seems  to  be  unavoidable  in  pulsed  regimes.  Moreover,  the

presence of dissociation products (e.g.  O atoms,  as demonstrated in this  study)  can alter  the

vibrational distribution and the heating dynamics during the active phase of the discharge and in



the afterglow. Therefore, in our future work we will prosecute the investigation and expand the

study to experimental conditions where a non-negligible dissociation degree exists in the plasma.
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Appendix A. Chemistry set

Table A1. List of the 101 CO2 vibrational states considered in this study, with the corresponding

energies and statistical weights. Details on the notation used, as well as on the calculation of the

vibrational energies, can be found in Section 2.

Vibrational state Energy (eV) Statistical weight
CO2(00001) 0.000000 1
CO2(01101) 0.082793 2
CO2(02201) 0.165728 2
CO2(10002) 0.165742 2
CO2(11102) 0.248597 4
CO2(03301) 0.248807 2
CO2(00011) 0.291257 1
CO2(20003) 0.331312 3
CO2(12202) 0.331593 4
CO2(04401) 0.332032 2
CO2(01111) 0.372499 2
CO2(21103) 0.414216 6
CO2(13302) 0.414733 4
CO2(05501) 0.415403 2
CO2(02211) 0.453883 2
CO2(10012) 0.454254 2
CO2(30004) 0.496695 4
CO2(22203) 0.497261 6
CO2(14402) 0.498018 4



CO2(06601) 0.498924 2
CO2(03311) 0.535413 2
CO2(11112) 0.535558 4
CO2(00021) 0.579419 1
CO2(31104) 0.579636 8
CO2(23303) 0.580449 6
CO2(15502) 0.581450 4
CO2(07701) 0.582590 2
CO2(12212) 0.617004 4
CO2(20013) 0.617074 3
CO2(04411) 0.617089 2
CO2(01121) 0.659113 2
CO2(13312) 0.698596 4
CO2(05511) 0.698914 2
CO2(21113) 0.699517 6
CO2(02221) 0.738951 2
CO2(10022) 0.739683 2
CO2(30014) 0.779701 4
CO2(22213) 0.779923 6
CO2(14412) 0.780333 4
CO2(06611) 0.780889 2
CO2(03321) 0.818936 2
CO2(11122) 0.819440 4
CO2(00031) 0.864490 1
CO2(04421) 0.899069 2
CO2(12222) 0.899341 4
CO2(20023) 0.899764 3
CO2(01131) 0.942641 2
CO2(05521) 0.979351 2
CO2(13322) 0.979388 4
CO2(21123) 0.979571 6
CO2(02231) 1.020937 2
CO2(10032) 1.022033 2
CO2(22223) 1.059523 6
CO2(14422) 1.059583 4
CO2(30024) 1.059647 4
CO2(06621) 1.059786 2
CO2(03331) 1.099382 2
CO2(11132) 1.100247 4
CO2(00041) 1.146474 1
CO2(12232) 1.177932 4
CO2(04431) 1.177976 2
CO2(20033) 1.179387 3
CO2(01141) 1.223087 2
CO2(05531) 1.256721 2



CO2(13332) 1.257116 4
CO2(21133) 1.257653 6
CO2(02241) 1.299846 2
CO2(10042) 1.301308 2
CO2(06631) 1.335618 2
CO2(14432) 1.335773 4
CO2(22233) 1.336065 6
CO2(30034) 1.336539 4
CO2(03341) 1.376755 2
CO2(11142) 1.377985 4
CO2(00051) 1.425377 1
CO2(04441) 1.453814 2
CO2(12242) 1.454809 4
CO2(20043) 1.455948 3
CO2(01151) 1.500456 2
CO2(05541) 1.531026 2
CO2(13342) 1.531782 4
CO2(21143) 1.532678 6
CO2(02251) 1.575683 2
CO2(10052) 1.577514 2
CO2(06641) 1.608392 2
CO2(14442) 1.608906 4
CO2(22243) 1.609554 6
CO2(30044) 1.610381 4
CO2(03351) 1.651060 2
CO2(11152) 1.652658 4
CO2(04451) 1.726590 2
CO2(12252) 1.727951 4
CO2(20053) 1.729453 3
CO2(05551) 1.802273 2
CO2(13352) 1.803393 4
CO2(21153) 1.804650 6
CO2(06651) 1.878112 2
CO2(14452) 1.878988 4
CO2(22253) 1.879995 6
CO2(30054) 1.881178 4

Table A2. Chemistry set proposed in this work. Rate coefficients in cm3 s-1 or cm6 s-1, for two-

body and three-body reactions, respectively, while Te in eV and Tg in K. Note that CO2 represents

the sum of  all  the  CO2  vibrational  states  considered in  this  study and no scaling  laws were



applied to  the rate  coefficients  to  account  for the vibrational  energy of the reactants,  unless

specified differently (i.e.  for electron-impact  vibrational  excitation and V-T, V-V-T and V-V

reactions).  

Reaction Rate coefficients Reference
e- impact ionization/excitation/dissociation

e + CO2  e + e + CO2
+ EEDF [69]

e + CO2  e + CO + O(1D) EEDF [90]
e + CO2  e + CO(a3Π) + O EEDF [90]
e + CO2  e + CO2(E1) EEDF (see section 3.4)
e + CO2  e + CO2(E2) EEDF (see section 3.4)
e + CO2  e + CO2(v1v2v3) EEDF (see section 3.2)
e + CO  e + e + CO+ EEDF [69]
e + CO  e + C + O EEDF [69]
e + CO  e + CO(a3Π) EEDF [69]
e + O2  e + e + O2

+ EEDF [69]
e + CO  e + O + O EEDF [69]
e + CO  e + O + O(1D) EEDF [69]
e + O  e + e + O+ EEDF [69]
e + O  e + O(1D) EEDF [69]

e- impact recombination or attachment/detachment 
e + CO2  CO + O- EEDF [69]
e + CO  C + O- EEDF [69]
e + O2  O + O- EEDF [69]
e + CO2

+  CO + O [101,102]
e + CO2

+  C + O2 [103]
e + CO+  C + O [104,105]
e + O2

+ + M  O2 + M [101]
e + O2

+  O + O [104]
e + O + M  O- + M [106]
e + O-  e + e + O EEDF [69]

Ion-neutral and ion-ion reactions

CO2
+ + O  CO2 + O+ [107]

CO3
- + O  CO2 + O2

- [108]
CO4

- + O  CO3
- + O2 [109]

O2
- + O  O2 + O- [109]

O2
+ + C  CO+

 + O [107]
CO2

+ + O  O2
+

 + CO [107]
CO2

+ + O2  CO2 + O2
+ [107]

CO+ + O2  CO + O2
+ [107]

O+ + CO2  O + CO2
+ [103]

CO+ + CO2  CO + CO2
+ [109,110]

O+ + CO2  O2
+ + CO [103]

O+ + O-  O + O [111]
O2

+ + O-  O2 + O [101]
O2

+ + O-  O + O + O [111]
O2

+ + O2
-  O2 + O2 [111]

O2
+ + O2

-  O2 + O + O [101]
O2

+ + O2
- + M  O2 + O2 + M [112]

O2
+ + CO3

-  CO + O2 + O [101]
O2

+ + CO4
-  CO + O2 + O2 [101]



CO2
+ + O2

-  CO + O2 + O [106]
CO2

+ + CO3
-  CO2(10002) + CO2(10002) + O [106]

CO2
+ + CO4

-  CO2(10002) + CO2(10002) + O2 [106]
O- + M  O + e + M [113–115]
O2

- + M  O2 + e + M [116]
O- + O  O2 + e [117]
O- + CO  CO2 + e [118]
O- + CO2 + CO2  CO3

- + CO2 [109,119]
O- + CO2 + CO  CO3

- + CO [109,119]
O- + CO2 + O2  CO3

- + O2 [109,119]
O2

- + CO2 + M   CO4
- + M [109,119]

V-V, V-V-T and V-V reactions (see section 3.3)
Neutral-neutral reactions

CO2 + M   CO + O + M [120]
CO2 + O   CO + O2 [121]
CO2 + C   CO + CO [122]
CO + M   C + O + M [123]
O2 + M   O + O + M [123]
O2 + CO   O + CO2 [124]
CO + O + CO2   CO2 + CO2 [123,125]
CO + O + CO   CO2 + CO [123,125]
CO + O + O2   CO2 + O2 [123,125]
O + C + M  CO + M [123]
O2 + C + M  CO + O + M [126]
O + O + M  O2 + M [123]
CO(a3Π) + O2   CO + O + O [127]
CO(a3Π) + CO   CO2 + C [127]
CO(a3Π) + CO2   CO + CO + O [128]
CO + O(1D)   CO2 [129]

Collisional quenching of electronic states

CO(a3Π) + O   CO + O [130]
CO(a3Π) + O2   CO + O2 [127]
CO(a3Π) + CO   CO + CO [127]
CO(a3Π) + CO2   CO + CO2 [128]
O(1D) + O   O + O [131]
O(1D) + O2   O + O2 [132]
O(1D) + CO   O + CO [133]
O(1D) + CO2   O + CO2 [132]
CO2(E1) + M   CO2 + M  (see section 3.4)
CO2(E1) + M   CO2 + M  (see section 3.4)
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