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Abstract 

 

We studied the evolution of an isolated pulsed plasma in a vortex flow stabilised microwave discharge 

in N2 at 25 mbar via the combination of 0D kinetics modelling, iCCD imaging and laser scattering 

diagnostics. Quenching of electronically excited N2 results in fast gas heating and the onset of a thermal-

ionisation instability, contracting the discharge volume. The onset of a thermal-ionisation instability 

driven by vibrational excitation pathways is found to facilitate significantly higher N2 conversion (i.e. 

dissociation to atomic N2) compared to pre-instability conditions, emphasizing the potential utility of this 

dynamic in future fixation applications. The instability onset is found to be instigated by super-elastic 

heating of the electron energy distribution tail via vibrationally excited N2. Radial contraction of the 

discharge to the skin depth is found to occur post instability, while the axial elongation is found to be 

temporarily contracted during the thermal instability onset. An increase in power reflection during the 

thermal instability onset eventually limits the destabilising effects of exothermic electronically excited 

N2 quenching. Translational and vibrational temperature reach a quasi-non-equilibrium after the 

discharge contraction, with translational temperatures reaching ~1200 K at the pulse end, while 

vibrational temperatures are found in near equilibrium with the electron energy (1 eV, or ~ 14,500 K). 

This first description of the importance of electronically excited N2 quenching in thermal instabilities 

gives an additional fundamental understanding of N2 plasma behaviour in pulsed MW context, and 

thereby brings the eventual implementation of this novel N2 fixation method one step closer. 
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1. Introduction 

 

Ongoing efforts to mitigate anthropogenic climate change have led to a renewed interest in plasma as 

a means of chemical feedstock production [4]. Plasma processes typically have very short start-up times, 

so are readily amenable to intermittent renewable electricity supplies [4], which continue to make up an 

increasing share of energy grids worldwide [5]. Industrial scale N2 fixation (NF) via the Haber-Bosch (H-

B) process to produce NH3 dominates artificial fertiliser manufacturing and at present, enables crop yield 

enhancements which nourish over 40% of the world population [6]. The H-B process is an energy-

intensive chemical process, which accounts for 1-2 % of the world’s energy production and emits more 

than 300 million tons of CO2 [6]. Application of plasma technology offers the potential of an energy-

efficient CO2 free NF alternative.  

Plasma-based NF can be carried out in pure N2 gas streams (with subsequent reaction to produce NO 

or NH3) or in N2/O2 or N2/H2 or N2/H2O mixes where both gaseous and liquid H2O can be employed [7-

13]. Owing to the exceptional stability of the N2 triple bond, interrogation of efficient routes for N2 

dissociation remains a key hurdle to advancement in these fixation processes.  

Microwave (MW) generated plasmas offer desirable characteristics [14] of high electron densities with 

relatively low mean electron energies (e.g. in the range ~1-3eV), conditions which can exploit the most 

efficient dissociation route via electron impact vibrational excitation for atmospheric molecular gases 

such as N2 [10]. Investigations in the early 1980s by Asisov et al. [15, 16] employing a low pressure 

Electron Cyclotron Resonance (ECR) MW discharge in N2/O2 mixes reported encouraging NOx production 

levels of 14% at energies of 300 kJ/mol (SEI = 3.1 eV/molecule) [6]. Many modern efforts have however 

focused on (near) atmospheric pressure discharges, given the impracticalities of employing low pressure 

for gas conversion.  

Continuously powered molecular MW plasmas at atmospheric and sub-atmospheric pressure are 

typically categorised as ‘warm’ plasmas [4, 15] (Tg ≥ 3000 K) with significant energy directed to gas 
heating. Generally, this leads to conditions where the most efficient vibrational route to molecular 

dissociation [10] is suppressed due to thermalising of the vibrational distribution function (vibrational-

translational (V-T) induced depopulation of higher vibrational states [14]). Strategies to limit gas heating 

have therefore received particular attention.  

 One heat-limitation strategy for MW plasmas involves the use of supersonic flows operating at/above 

ambient pressures [15]. Forcing a gas into a constriction, such as achieved using a de Laval-type nozzle 

exploiting the Venturi principle [17], can result in supersonic acceleration downstream, leading to 

significant gas cooling. This can be imagined as a sort of ‘spatial pulsing’ which limits the gas to a short 
residence time in a plasma state with the additional benefit of the gas consuming its own internal energy 

as it breaks the sound barrier. Recent modelling investigations in CO2 have shown upper efficiency limits 

for this approach at ~ 40% [18]. Achieving both high conversion and energy efficiency indeed remains 

challenging however. The short residence time of the gas in the plasma region limits population of higher 

vibrational levels. The sharp temperature and pressure rise during the post-constriction shockwave 

formation can also quickly depopulate higher vibrational levels and increase recombination. Thermal 

choking at higher power densities was also found to be an important scalability hurdle for this heat 

limitation strategy [18].   
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The use of pulsed-powering also presents an interesting strategy for heat limitation in MW plasmas 

[19-23]. In this case, the feed gas is limited to plasma formation in time (power on/off). Modern 

developments in solid state power supplies have enabled unprecedented control of pulse conditions 

[24], overcoming many challenges with power modulation of the ‘traditional’ magnetron power supplies 

[25]. Further, vortex gas flows are now frequently employed to stabilise MW plasmas in gas conversion 

studies under near-atmospheric conditions [17, 26-29]. Such swirling flows stabilise discharge operation 

by isolating the discharge from the container (e.g. quartz tube). This reduces thermal loads on the walls, 

which is beneficial to both prevent damage and maintain discharge stability.  

Recent investigations via iCCD imaging by Van Alphen et al. [21] studied pulse conditions in an N2 

vortex stabilised MW plasma at 25 mbar. Operating at conditions synonymous with a diffuse discharge 

[27, 29], they found that upon ignition, the plasma gradually expanded (to eventually reach a steady 

diffuse volume) from a small spherical volume. Given an appropriate choice of pulse conditions, they 

unravelled optimum power pulse widths and inter-pulse periods, which balance the population of 

vibrational levels with gas cooling. Promising efficiencies were reported [21], however, conversion levels 

remained low. A rise in pressure or power (i.e. increasing the ionisation fraction) is therefore motivated 

to address intensified and more industrially relevant conditions. Higher ionisation fractions are however 

well known to result in a mode change, in which the discharge volume can become significantly 

contracted and heated due to the onset of thermal-ionisation instabilities with significantly different 

plasma parameters compared to diffuse mode discharges [27-31].  

Ionisation overheating arises due to the exponential dependence of ionisation events following an 

increase in gas temperature [32]. Gas heating decreases the gas density (N) (under isobaric conditions) 

which propagates a feed-back loop of further ionisation and heating. Thermal-ionisation instabilities 

typically result in discharge contraction, a characteristic feature of high-pressure discharges, where non-

uniform gas heating, changing dielectric properties, chemical dynamics and self-compression (via Lorentz 

forces) of the resulting plasma filament play a role in containing the discharge. Ignition and instability 

conditions in a pulsed MW scenario occur within each pulse repetition. Understanding thermal-

ionisation instabilities in this context is thus more prominent compared to continuously powered 

discharges. Controlling and exploiting thermal ionisation conditions is therefore key for future 

commercial realization of (near) atmospheric pressure plasma N2 fixation processes. This is particularly 

essential for establishing process intensification where higher power densities are desirable. 

Pulsed power MW plasmas in N2 at sub-atmospheres have been previously studied by Baeva et al. [20, 

33] confirming the high level of vibrational excitation present. These studies were limited to rather mild 

power absorption conditions and did not report the occurrence of thermal instabilities or high ionisation 

fractions. Modelling by Tatarova et al. [34] in continuous powered surface wave sustained discharges in 

N2 demonstrated the importance of super-elastic heating of the electron energy distribution function 

(EEDF) at higher ionisation fractions. The radial contraction in various gases under continuous MW 

powering has been correlated to thermal conductivities [30, 35] emphasising the importance of gas 

heating. Golubovskii et al. [36] argue the key role of non-uniform gas heating in noble gas discharges 

where a denser central portion of the plasma will usually have more populated electron energy 

distribution function (EEDF tail) leading to higher ionization rate coefficients and further contraction. 

High heating rates have been observed in various N2 and N2/O2 molecular discharges, with indications of 

the key role of electronically excited N2 molecules [30, 37, 38]. Indeed, during the ignition stage in N2 
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discharges under continuous powering, electronically excited N2 species were acknowledged to 

contribute briefly but significantly to gas heating in both direct current (DC) and continuously powered 

MW discharges [37, 39, 40].   

Recent work on fast gas heating in N2 (i.e. in which the increase in gas temperature occurs on 

timescales much shorter than vibrational-vibrational (VV) and vibrational-translational (VT) reactions) 

has revealed the importance of metastable and electronically excited species in rapid heat deposition in 

pure N2 discharges [41-44]. Lepikhin et al. [41] investigated fast heating in N2 for nanosecond (ns) pulsed 

capillary dishcarges at 27 mbar and low flows conditions with relatively high reduced electric fields (E/N) 

ranging 100-300 Td. The authors outlined the important contributions of electronically excited species 

of both molecular and atomic nitrogen in the high heating rate. Shkurenkov et al. [42] studied the energy 

balance in pulsed ns discharges in N2 at ~130 mbar, and demonstrated the rise in gas heating occurs in 

two stages: rapidly due to energy pooling and quenching of molecular and atomic species and a slower 

heat release due to vibrational relaxation. Nudnova et al. [43] also noted the significance of heat released 

by quenching of electronically excited N2 in sub atmospheric pressure ns surface barrier discahrges. 

Modelling work by Pintassilgo et al. [44] correlated N2 metastable quenching to the heating rates found 

in lower pressure (~3 mbar) glow discharges of Gordiets et al. [45]. Numerical calculations by Aksihev et 

al. [46] at atmospheric pressure in a constricted glow discharge demonstrated an non-equilibrium 

between vibrational and gas temperatures is sustained at low reduced fields (< 20 Td) via a strong 

coupling between vibrationally and electronically excited molecular species. Extensive coverage of the 

fundamental kinetics of N2 plasmas by Capitelli et al. [47] emphasise the profound role of electronic 

excitation on discharge properties. Detailed thermo-chemical interrogation of pulsed MW discharges has 

to date however been limited in the context of pure N2 discharges. 

Future commercial realisation of N2 fixation applications using pulse-powered MW discharges requires 

a detailed understanding of ignition and instability behaviour given the prominence of such phenomena 

at higher power densities and (near) ambient pressures. However, the dynamics of how vibrational, 

electronically excited and metastable chemistries impact the occurrence of thermal-ionisation 

instabilities remains at present largely unclear. Given the frequent occurrence of ignition events in pulsed 

discharges (i.e. during every pulse), thermo-chemical scrutiny of this dynamic is required to progress 

understanding. Motivated by this, our paper focuses on a detailed analysis of the ignition of a single 

power pulse in the context of a vortex flow stabilised MW plasma operating in N2 at sub-atmospheric 

pressure (25 mbar).  
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2. Experimental and computational details 

2.1 MW reactor and laser diagnostic details 

0D kinetic modelling is combined with iCCD imaging and laser scattering diagnostics (Raman and 

Thomson) to give a detailed account of gas heating and chemical dynamics. Figure 1 a) presents a 

c)  

Figure 1 a) Experimental setup and diagnostic arrangement, and b) Sequence of iCCD images of dynamic phase of pulse 

duration, showing initial discharge expansion (2-30 µs), followed by contraction to the skin depth (50-70 µs), and finally 

expansion (>80 µs). c) Overview of the numerical solution scheme for the 0-D model employing ZDPlaskin [1] which 

incorporates the DVODE code [2] for ODE integration and Bolsig+ [3] to solve the Boltzmann equation at each time step. An 

experimentally determined power density [W/cm3] is coupled externally to enable solution via the reduced electric field E/N. 

Flow: 4 slpm 
Pressure: 25 mbar 

f1 = 1800 mm 

a)  b)  

Fibre array 
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diagram of the reactor setup and diagnostic arrangement. An isolated MW discharge pulse is established 

by power pulsing at a relatively ‘slow’ frequency (30 Hz in this case) with a relatively high gas flow rate 
(4 slpm). This ensures that the residence time of the gas in the plasma region is significantly shorter than 

the inter-pulse period (i.e., ~5 ms  vs 33 ms (30 Hz)), thus ensuring that any gas molecule will only see 

one pulse when passing through the discharge2.1 MW reactor and laser diagnostic details 

The experimental layout is schematically shown in Figure 1 (a). A solid-state MW power source 

(Ampleon) applies 200 μs, 800 W peak power MW pulses via waveguides to a 27 mm inner diameter 
quartz tube, where the plasma is generated. An EH tuner and adjustable short are used to tune the 

electrical field to optimal conditions for electrical breakdown. Perfect impedance matching could not be 

realized for the entire duration of the plasma pulses due to variations in plasma impedance, an effect of 

the altering electron density also observed by Baeva et al. [33]. Tangential gas injection leads to a swirl 

flow in the tube, which stabilises the plasma and ensures the location of breakdown is repeatable. 

A 30 Hz, frequency doubled Nd:YAG laser (SpectraPhysics GCR-230) of 400 mJ per pulse and 8 ns pulse 

duration is focused into the centre of the plasma. A 100 mm focal distance lens collects and focuses the 

scattered light into a fibre array. The fibres relay the scattered light into a 50 μm entrance slit of a 1 m 
focal distance custom built Littrow-configuration spectrometer equipped with an 1800 l/mm grating, 

yielding a dispersion of 0.012 nm/pixel. The spectrally resolved image is captured by an em-ICCD 

(Princeton Instruments PiMax4) camera. Rejection of stray light, a crucial aspect in laser scattering 

studies, is achieved by placing a sharp-edge long-pass filter (Semrock RazorEdge) in front of the fibre 

array.  

The plasma system is placed upon a translation stage and thus allows radial movement of plasma with 

respect to laser. This feature is utilised to measure in the centre of the plasma and 1 and 2 mm radially 

outward. Since a fibre array instead of a single fibre is used, the iCCD array obtains a spatial axis displaying 

tens of fibres. Sensitivity is increased by binning along this axis, effectively leading to spatial averaging in 

the axial direction of 15 mm. 

Vibrational and rotational temperatures in the inhomogeneous N2 plasma are revealed through 

vibrational Raman scattering, the diagnostic of choice because of its high temporal and spatial resolution. 

The strong Q-branches of the different vibrational levels are spectrally separated by the anharmonicity 

to readily yield vibrational populations. Rotational temperatures are simultaneously obtained through 

the asymmetry of the Q-branches. At low rotational temperatures, the asymmetry of the Q-branches 

and instrumental broadening overlap partly, resulting in relatively high uncertainty at low gas 

temperature. At higher gas temperatures, the asymmetry becomes more apparent, but signal intensity 

Nevertheless, the diagnostic gives a good indication of the evolution of the rotational temperature over 

the pulse. Previous work on N2 continuous plasma by Gatti et al. [48] contains further details on the 

application of vibrational Raman scattering, while general features of the experimental setup can be 

found in [27].  

A least-squares fit with free parameters Trot, Tv
0,1 and Tv

1,5 minimizes the residual between 

experimental data and custom-made fitting function. The mathematical formulations of vibrational 

Raman scattering incorporated in this function are defined in [48, 49]. One rotational temperature is 

assumed for all vibrational levels and the vibrational temperature Tv
1,5 assumes a Boltzmann distribution 

between the observed levels 1 to 5. 
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Rotational temperatures serve as a proxy for the gas temperature, a natural assumption following 

from the very fast rotation-translation relaxation times [50]. Vibrational populations up until v = 5 are 

measured, where the distribution of the levels is seen to deviate from a Boltzmann distribution. Two 

vibrational temperatures are then defined, inspired by works of Lo et al. [51] and Montello et al. [52]: 

Tv
0,1 belonging to the ratio of populations between v=0 and v=1 and  Tv

1,5, belonging to the remaining 

observed vibrational states, 1 to 5.  

Vibrational and rotational temperatures could only be resolved in the first half of the pulse; after 50μs 
a combination of strong plasma emission of the first positive system (N2(B3∏g – A3Σu

+)) and an increase 

in gas temperature cause a sharp decrease in sensitivity.  

Recent work of Van de Steeg et al. [53] reports a process of obtaining Thomson scattering in N2 plasma 

by capitalising on the polarisability of the rotational Raman signature. While increasing gas temperature 

leads to decreased sensitivity to (vibrational) Raman scattering, it also causes increased sensitivity of 

Thomson scattering. Therefore, Thomson scattering signatures could be retrieved at t = 70 μs. No 
complete Thomson scattering trace could be retrieved through the pulse due to an initially too intense 

rotational Raman signal (t = 0 to 60 µs), and a too strong emission of the first positive system Δv = -5 

band in the remainder of the pulse. Nevertheless the Thomson data allows for valuable verification of 

modeled electron properties. 

 

2.2 0D kinetic modelling details 

 

    A 0D model is employed using ZDPlaskin (Zero-Dimensional Plasma Kinetics) solver [1]. An overview 

of the simulation scheme is given in Figure 1 c). The time evolution of the species densities including 

electron, charged and neutral species is calculated by taking into account the various production and 

loss terms by chemical reactions: 

 𝑑𝑛𝑖𝑑𝑡 = ∑ (𝑎𝑖𝑗𝑅 − 𝑎𝑖𝑗𝐿 )  . 𝑅𝑗𝑗                (1) 𝑎𝐴 𝐴 + 𝑎𝐵𝐵 (+𝛥𝐻)      𝑘𝑗    →    𝑎𝑐𝐶 + 𝑎𝐷𝐷 (+𝛥𝐻)              (2) 𝑅𝑗 = 𝑘𝑗∏ 𝑛𝑙𝐿𝑙      (3) 

 

Here 𝑛𝑖  represents the density of species 𝑖 and 𝑎𝑖𝑗𝑅  and 𝑎𝑖𝑗𝐿  are the stoichiometric coefficients of species 𝑖 on the right-hand and left-hand side of reaction 𝑗. Reactions have the general form of equation (3) 

where 𝐴, 𝐵, 𝐶 and 𝐷 are the species and 𝑎𝐴 , 𝑎𝐵, 𝑎𝑐, and 𝑎𝐷 their stoichiometric coefficients. ΔH in 
equation (3) represents the possible energy change during the reaction. The reaction rate 𝑅𝑗 is shown in 

equation (4), where 𝑘𝑗 is the reaction rate coefficient of reaction j and ∏ 𝑛𝑙𝐿𝑙  represents the product over 

left-hand side reactants.  

The reduced electric field 𝐸 𝑁⁄ , where 𝑁 is neutral gas density, is calculated from a specified power 

density.  
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                                      𝐸 𝑁⁄ = √𝑃/𝜎𝑁                                      (4) 

 

Here 𝜎 is the plasma conductivity, which is calculated using the electron mobility 𝜇𝑒 (𝐸/𝑁) (output from 

the Boltzmann solver [1, 3]) via 𝜎 = 𝑒𝑛𝑒𝜇𝑒 where e is the electron charge. The power density 𝑃 is derived 

from experimental measurements of the absorbed power (i.e. forward – reflected power) combined with 

determination of the plasma volume using iCCD imaging (see details below). A cylindrical volume is 

assumed here to approximate the discharge volume [21] using measurements of the plasma length and 

width from the 2D profiles shown in figure 1 (b). This approximation is consistent with vortex stabilised 

discharges where the plasma is contained within the inner vortex flow, elongating along the direction of 

the flow (i.e. along the plasma length) [21, 28, 29]. 

The gas temperature is solved in the model on each time step. Values of the enthalpy contributions 

from the chemistry, heat losses to the walls and the dynamic heat capacity taking account of the gas 

mixture are accounted for on each time step. The radially averaged gas temperature 𝑇𝑔 (the gas 

temperature is assumed to have a parabolic profile) in our axially homogeneous tube is calculated by 

considering the time dependent gas thermal balance equation under isobaric conditions [54, 55] as: 

                    𝑁 𝛾𝑘𝐵𝛾−1 𝑑𝑇𝑔𝑎𝑠𝑑𝑡 = 𝑃𝑒𝑙 + ∑ 𝑅𝑗Δ𝐻𝑗 −𝑁𝑢 8𝜆𝑅2𝑗 (𝑇𝑔 − 𝑇𝑤)                                       (5) 

 

Where 𝛾 is the specific heat ratio (i.e., the ratio of the isobaric and isochoric heat capacity which is 

calculated assuming a mixture of an ideal diatomic and monatomic gas [21]); 𝑘𝐵 is the Boltzmann 

constant, 𝑃𝑒𝑙 is the power density due to elastic collisions of electrons with heavy neutrals (an output 

from the Boltzmann solver [1, 3]); 𝑅𝑗 is the rate of reaction 𝑗 with associated enthalpy contributions of Δ𝐻𝑗, 𝜆 is the gas thermal conductivity (with 𝛾(𝑇𝑔) [21, 56] data from [57]), 𝑇𝑤 is the wall temperature 

(set to 300 K), and R is the reactor radius (see section 2.1). The non-dimensional term ′𝑁𝑢′ in equation 

5 is the the Nusselt number, which is defined as the ratio of convective to conductive heat transfer to 

the tube walls. For 𝑁𝑢 = 1, heat loss is purely conductive (i.e., diffusive) accounting for a laminar flow or 

stagnant situation. Values of 𝑁𝑢 > 1 characterise enhanced convective thermal losses typical of the 

turbulent flow conditions in vortex-sustained MW discharges of interest here [58]. The Nusselt number 

can be expressed as 𝑁𝑢 =  𝛼.𝑅𝜆  where 𝛼 [ 𝐾𝑐𝑚2 𝑠 ] is the convective heat transfer coefficient (which 

encompasses both advective and diffusive heat transport), 𝜆 [ 𝐾𝑐𝑚 𝑠 ] the thermal conductivity (i.e., 

diffusive heat transport) and 𝑅 [𝑐𝑚] the tube radius as the representative length scale. The power loss 

via heat transfer to the walls is therefore formulated equivalently as  
8𝛼𝑅 (𝑇𝑔 − 𝑇𝑤) = 𝑁𝑢 8𝜆𝑅2 (𝑇𝑔 − 𝑇𝑤) [54, 

58]. A fully resolved turbulent model of the reacting flow is highly computationally intensive and 

therefore beyond the scope of this work [26]. A Nusselt number in range 𝑁𝑢~100 − 1000 is typically 

advised for well-developed turbulent flows [59]. Recent estimates of this contribution in similar MW 

vortex plasma discharges suggest a choice of 𝑁𝑢~100 [60]. Thus this value is employed here as a first 

order approximation of turbulent enhanced heat losses. It must also be noted that in equation 5 (LHS) 

the fluid related term “γ kB/(γ − 1) dT/dt” is equivalent to a “NCp dT/dt” formulation given by γ = Cp/Cv. 
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The ratio γ is dynamically updated throughout the (isobaric) simulation based on the changing gas 
mixture during conversion.  

The fluid velocity is incorporated via a plug flow approximation. On each time step the relation 𝑑𝑥 = 𝑣 𝑑𝑡 advances the gas plug. This assumes the velocity 𝑣 is uniform across the tube diameter. 

Changes in particle densities due to heat and stoichiometry changes are accounted for dynamically by 

taking account of the initial fixed mass flow 𝑄𝑖𝑛𝑙𝑒𝑡 with the assumption of isobaric conditions P0. The 

velocity is given by: 

 𝑣 =  𝑄𝑖𝑛𝑙𝑒𝑡  𝜌 𝜋 𝑟𝑡𝑢𝑏𝑒2  , 𝜌 =  ∑ 𝑚𝑖𝑛𝑖𝑖   , ∑ 𝑛𝑖𝑖 = 𝑃0/𝑘𝐵𝑇𝑔           (6) 

 

Where 𝑄𝑖𝑛𝑙𝑒𝑡  is the fixed mass flow at the inlet, 𝜌(𝑡) is the mass density for species with mass 𝑚𝑝 and 

the total number density ∑ 𝑛𝑖𝑖 (𝑡) with (radially averaged) gas temperature 𝑇𝑔(𝑡). The mixture fraction 

along with the gas temperature and the reduced electric field are continually updated in calls to Bolsig+ 

as shown in Figure 1 c). 

The N2 chemistry employed here (58 species, ~6000 reactions) is detailed in [21]. Key additions for this 

paper include the incorporation of enthalpy contributions from so-called ‘pooling reactions’ involving 
N2(A3Ʃ) self-quenching to N2(B3∏) and N2(C3∏) [37, 39, 40, 61, 62] and a N2(B3∏) pooling reaction 

recently proposed by  Lepikhin et al. [41].  Note here the same rate coefficient is taken for N2(A3Ʃ) self-

quenching as for N2(B3∏) self-quenching [41]. To characterise heat release in the quenching of 

electronically excited N2(B3∏) with N2 enthalpy contributions are incorporated from [63]. For atomic 

nitrogen species, a N(2P) associative ionisation reaction (i.e. N(2P) + N(2P) →  e + N2
+)  [64, 65] is added. 

Further an increased N(2P) recombination rate coefficient (i.e. N(2P) + N2 →  N2 + N(4S)) to match recent 

reports [64, 65] is also included. A (gas) temperature sensitive rate coefficient for N(2D) deexcitation to 

N(4S) [66] is included to appropriately capture the N(2D)/N(4S) population balance [42] under the 

relatively high temperatures found here. The enthalpy contribution from electron-ion recombination 

for the key ionic species N2
+ is included from [41, 67]. Elastic collisions for N(2P) and N(2D) excited 

atomic nitrogen species (along with N(4S) elastic collisions in our earlier work [21]) have also been 

included here [68, 69]. For the heavy particle reactions, the rate coefficients are adopted from earlier 

work [10, 21, 70], whereas the rate coefficients for the electron impact reactions are calculated using 

the Boltzmann solver BOLSIG+ [3] built in ZDPlasKin. BOLSIG+ uses a two-term approximation to 

calculate the electron energy distribution function (EEDF). From the EEDF the mean electron energy 

and the different electron impact rate coefficients are obtained [3]. Super-elastic collisions for both 

vibrational and electronically excited states have been included here, as in previous reports [21]. The 

impact of vibrationally and electronically excited species on the electron energy distribution function is 

calculated explicity using a detailed balancing based on the forward reaction cross section data. An 

explicit vibrational and electronic excitation scheme for N2 is therefore employed here with regards to 

EEDF calculations in BOLSIG+ (i.e. no automatic inclusion of super-elastic collisions is enabled in lieu of 

the complete kinetics incorporated here). The EEDF is solved at each time step of the ZDPlaskin 

solution by calling Bolsig+ to solve the stationary Boltzmann equation [3]. The validity of this quasi-

stationary approach is considered with regard to the relaxation time for elastic collisions impacting on 

the isotropic components of the two-term boltzmann equation [71]. The electron-N2 collision 

frequency νe−N2 is found to typically range between 5 and 20 GHz over the power pulse (see Figure 2 

c). Employing a median collision frequency of νe−N2~12.5 GHz, an order of magnitude estimate for the 

momentum relaxation timescale for the electron energy distribution function (τem) can be given [71] 
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by the relation  𝜏𝑒𝑚 ≈ 𝜈𝑒−𝑁2−1 𝑀𝑁2 2𝑚𝑒⁄ ≈ 1.3𝑥10412.5𝑥 109  ≈ 1 𝜇𝑠. Such a timescale is reasonably disparate 

compared to the power pulse period of 200 𝜇𝑠, providing some un-coupling of timescales to capture 

aspects of the EEDF temporal behaviour. Indeed, coupling with a time-resolved EEDF solution would be 

an interesting future advancement [72], but this is currently beyond the scope of this work. The 

ZDPlaskin implementation of Bolsig+ uses by default a caching strategy to improve solution times of 

the Boltzmann equation at every time step. This only solves the EEDF if key parameters have shifted 

considerably from time step to time step. No significant differences were found between solutions 

employing this caching mechanism compared with solutions without this function enabled (i.e., 

conditions ‘with’ and ‘without’ the caching mechanism turned on were simulated in this context). 

Electron-electron collisions are accounted for above ionization fractions of 10-5 in Bolsig+ via ZDPlaskin 

settings (levels which are indeed reached during the discharge pulse). 

Wall losses are incorporated by inclusion of a loss rate for each species based on ambipolar and neutral 

diffusion coefficients coupled with characteristic diffusion lengths [37]. Diffusion coefficients for neutral 

species are calculated using a fitting parametrized by the gas temperature [73] while surface loss 

probabilities for vibrationally excited molecular species, electronically excited molecular species and 

electronically excited atomic species follow [37]. Ion diffusivity is incorporated with data from [74] 

parametrized on the reduced electric field. Further details of the particulars of the formulation employed 

here can be found in [37]. Note that, surfaces losses were not found to have a significant impact as a 

destruction avenue for the key species when considered over the pulse period (see Appendix 1), 

probably  due to the relatively short time scale considered here.  Prediction of any increased impact of 

surface losses over longer pulse and residences times is not interrogated here.  
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Figure 2 a)  Plasma volume (cm3) inferred from iCCD images as shown in figure 1, and corresponding calculated 

power density (kW/cm3). b)  Measured applied power (W): forward (𝑃𝑓), reflected (𝑃𝑟) and absorbed power (𝑃𝑎𝑏𝑠), 
and measured reflection coefficient, where R = 𝑃𝑟/𝑃𝑓. c)  Collision frequency  (GHz), where total collision frequency 𝜈𝑒−𝐻𝑒𝑎𝑣𝑦 = 𝜈𝑒−𝑁2 + 𝜈𝑒−𝐼𝑜𝑛 is the summation of electron-N2 (𝜈𝑒−𝑁2) and electron-Ion (𝜈𝑒−𝐼𝑜𝑛) collision 

frequencies, and plasma frequency  𝑓𝑝 (GHz). d) Calculated reduced electric field E/N (Td) and electron temperature  𝑇𝑒 (eV) from the model. e) Skin depth 𝛿𝑠𝑘𝑖𝑛(𝑐𝑚) , plasma length  𝐿𝑝𝑙𝑎𝑠𝑚𝑎 and plasma radius 𝑟𝑝𝑙𝑎𝑠𝑚𝑎 as measured 

from iCCD images shown in Figure 1. f)  Plasma refractive index (real and imaginary parts) where 𝑛 =  𝑛𝑅𝑒 + 𝑛𝐼𝑚  

and model-calculated reflection coefficient R’. 

a)  b)  

c)  d)  

e)  f)  
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c) 

b)  a)  

d)  

Figure 3 a) Charged species densities (cm-3). b) Molecular Nitrogen excited species densities (cm-3). c) N2 and 

N2(v) densities (cm-3). d) Atomic N species densities (cm-3). e) Gas velocity (m/s) and N2 conversion (%). f)  

Absorbed power (in units of W or J/s)  from external power supply and the corresponding Specific Energy Input 

(SEI; eV/molecule). 

e) f) 
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3. Results and discussion 

 

 

3.1 Plasma volume, collisional dynamics and dielectric properties 

 

Figure 1 b) presents a temporal sequence of iCCD images of the discharge. The associated plasma 

volume shown in Figure 2 a) is calculated using the extracted plasma radii and lengths shown in Figure 2 

e) for the absorbed power conditions shown in Figure 2 b). The optical emission is found to have a 

Gaussian distribution in its radial and lateral intensity variation (i.e., via pixel intensity measurement 

across the plasma axis). The plasma boundary is chosen as the full width at quarter maximum (FWQM) 

of the central peak emission. As the choice of this boundary is quite arbitrary, simulations for a range of 

nth maxima of the full width were considered. The choice of the FWQM was found to coincide well with 

the calculated skin depth (shown in Figure 2 e) and the measured heating rates (Figure 4), however, the 

model cannot predict ‘ab-initio’ such parameters. This leads to the necessity for an approximation here 

which has a significant impact on the estimation of power density, given the sensitivity of the plasma 

radius in calculating the cylindrical plasma volume. Following ignition, the plasma volume quickly 

expands to a prolate shape remaining relatively diffuse until  t ~ 50 µs when a volume contraction phase 

(t ~ 50-70 µs) occurs, marking the onset of a thermal-ionisation instability (gas temperatures are 

discussed in section 3.2). At t ~ 70 µs the discharge stabilises and begins expanding again throughout the 

remainder of the pulse duration (t ~ 80-200 µs).  

Figure 2 a) also illustrates the accompanying calculated power density (right). During the volume 

contraction, a large increase in the power density (up to 8 kW/cm3) coupling to the plasma occurs in the 

interval 50-70 µs, when the plasma length, radius and corresponding volume are found to decrease 

abruptly. An eventual return to pre-instability power densities (<< 1 kW/cm3) occurs after t ~ 70 µs for 

the remainder of the pulse, as shown in Figure 2  a). 

The volume contraction and increased gas temperatures (see below) have a significant effect on the 

plasma characteristics. The plasma frequency (Figure 2 c) is ~5 GHz at t < 50 µs, jumping to ~ 80 GHz 

during the power density spike (50 µs < t < 70 µs), before it decays to ~ 60 GHz later in the pulse. The 

electron-neutral collision frequency 𝜈𝑒−𝑁2 shows contrary behaviour to the plasma frequency, dropping 

considerably at t > 50 µs, despite a large increase in the ionisation fraction (which changes from ~ 10-5 at 

t < 50 µs to ~10-3 at t > 100 µs – see Figure 3 below). This 𝜈𝑒−𝑁2 reduction is due to the large drop in the 

neutral gas density (~1-2 orders of magnitude - Figure 3) under isobaric conditions as the gas 

temperature increases. This marks two distinct discharge modes, before and after the instability onset, 

where 𝜈𝑒−𝐻𝑒𝑎𝑣𝑦 > 𝑓𝑝 (t  < 50 µs)  and  𝑓𝑝 > 𝜈𝑒−𝐻𝑒𝑎𝑣𝑦 (t  > 70 µs). The changing ratio of  𝑓𝑝 and 𝜈𝑒−𝐻𝑒𝑎𝑣𝑦 

results in significantly different dielectric properties for the discharge before/after the thermal 

instability. As a first approximation, the absorbed power is locally dissipated by electron collisions with 

heavy species [75]. Changes in the dielectric properties and reflected power (further discussion below) 

can, therefore, be understood corresponding to the changing electron-neutral collision frequency 𝜈𝑒−𝐻𝑒𝑎𝑣𝑦 and plasma frequency 𝑓𝑝  as shown in Figure 2 c). 
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The electron temperature in Figure 2 d) is relatively constant (~ 1 eV) up to 50 µs, but rises considerably 

to ~ 2 eV during the thermal instability, followed by a gradual drop towards ~1 eV near the end of the 

pulse. The higher plasma frequency/electron density during the thermal contraction allows detection of 

a Thomson scattering signal from the scattering light (see section 2.1) at t ~ 70 µs. Measured values of  𝑓𝑝 ≥ 28 𝐺𝐻𝑧 (𝑛𝑒 ≥ 1013 𝑐𝑚−3) and 𝑇𝑒 ~ 1.4 𝑒𝑉 compare reasonably with the calculated values shown 

in figures Figure 2(c, d), providing some corroboration with modelling efforts. Unfortunately, the 

elusiveness of the signal in our setup prevented temporal capture throughout the pulse. The reduced 

electric field shown in Figure 2 d) steadily decreases from 40 to 10 Td throughout the pulse (further 

details below on the consequences of this).  

The radial variation of the plasma (𝑟𝑝𝑙𝑎𝑠𝑚𝑎) is shown in Figure 2 e). The temporal trend is found to be 

similar to the axial variation (𝐿𝑝𝑙𝑎𝑠𝑚𝑎 shown in the same panel) with an initial expansion following 

ignition, before an abrupt drop at 50 µs due to high gas heating. Notably, the radial expansion is 

maintained here at values close to the skin depth [29, 30] after thermal instability onset. Indeed, 

continuously powered vortex stabilised MW discharges in CO2 have recently been reported to form a 

contracted filament with the radial expansion approximated to the skin depth [29]. Under the pure N2 

conditions discussed here, we see that the extent of the radial plasma contraction can lie well below the 

skin depth in the initial ignition phase of the pulse [30]. Further, recent reports in similar CO2 and CH4 

pulsed-powered MW experiments [53] do not show this at 25 mbar while in continuously powered 

vortex stabilised MW CO2 discharges a contracted discharge is found to occur only at > 150 mbar [27-

29].  

The axial elongation of the discharge (i.e. in the direction parallel to the tube walls), also shown in 

Figure 2 e), is due to surface wave propagation [75-77]. A surface wave plasma is sustained by the 

propagation of an electromagnetic wave axially outwards from the centre of the waveguide, which 

transfers its energy to the plasma via kinetic interaction with electrons. Generally, the axial variation in 

plasma parameters is far less pronounced compared to the radial variation [29, 30, 35]. The threshold 

plasma frequency 𝑓𝑝 for surface wave propagation is given by [76, 78, 79]. 

  𝑓𝑝 > 𝑓 (1 + 𝜖𝑞𝑢𝑎𝑟𝑡𝑧)12        (7) 

 

Taking a relative permittivity for the quartz tube as 𝜖𝑞𝑢𝑎𝑟𝑡𝑧  ~ 3.8 we find the threshold plasma frequency 

condition of 𝑓𝑝  ~ 5.4 GHz. In Figure 2 c) we see that plasma frequency conditions above this threshold 

are satisfied throughout the pulse duration, except in the first 40 µs. At t > 50 µs, 𝑓𝑝 is sustained 

substantially above this threshold. During the thermal instability (50 µs < t < 70 µs) the axial attenuation 

of MW power is found to be significantly disrupted locally at the location of the tube centre and 

waveguide intersection (i.e. x =0 in Figure 1 a)). The contraction in the axial expansion (𝐿𝑝𝑙𝑎𝑠𝑚𝑎) as shown 

in Figure 2  e) can, therefore, be understood by a temporary and localised increase in the surface wave 

attenuation. In Figure 2 c) we see at 50 µs < t < 70 µs that  𝑓𝑝 ~ 𝜈𝑒−𝐻𝑒𝑎𝑣𝑦. The existence of such temporary 

conditions of both high attenuation (i.e. high 𝜈𝑒−𝐻𝑒𝑎𝑣𝑦 ) and high electron density (i.e. high  𝑓𝑝) during 

the interval 50 µs < t < 70 µs facilitates a large power coupling.  This dynamic is consistent with a localised 

attenuation of the axial surface wave power (primarily via the electron-heavy collisions [75]) for the 

relatively high electron population, which interplay locally during the thermal instability period. After t 
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>70 µs, stabilised conditions persist in which the reflected power is significantly higher, while the surface 

wave elongates beyond its expanse at t < 50 µs.  

The calculated dielectric properties of the discharge are presented in Figure 2  e) and f), following 

formulations in [27, 80, 81]. The refractive index (𝑛), skin depth (δskin (𝑐𝑚)) and the simulated reflection 

coefficient (R’) of the discharge are given as: 

  𝜖𝑟 = 1 −  𝑓𝑝2( 1+𝑖𝑣𝑒−𝐻𝑒𝑎𝑣𝑦𝑓  )𝑓2+𝑣𝑒−𝐻𝑒𝑎𝑣𝑦2                 (8) 

  𝑛 = 𝑛𝑅𝑒 + 𝑛𝐼𝑚 = √𝜖𝑟        (9) 

      δskin = 𝑐𝑓 𝑛𝐼𝑚        (10) 

 𝑅′ =  (𝑛𝑅𝑒−1)2+ 𝑛𝐼𝑚2   (𝑛𝑅𝑒+1)2+ 𝑛𝐼𝑚2                (11) 

 

Here 𝑓 is the applied MW frequency = 2.45 GHz, 𝑓𝑝 the plasma frequency, 𝑛𝑅𝑒 ,  𝑛𝐼𝑚 the real and 

imaginary parts of the refractive index, 𝜖𝑟  the relative permittivity and c the speed of light in a vacuum 

(cm/s).  

The skin depth dictates the radial distance over which MW energy is absorbed by the discharge [27, 

76] and is presented in Figure 2 e). A drop from 7 to 0.5 cm in δskin and a corresponding rise in the 

discharge refractive index n (Figure 2  f) correspond with a marked increase in the reflected power 

(coefficient R’, also shown in Figure 2  f), reaching ~ 90 %. This is slightly higher than the measured 

reflection coefficient (R in Figure 2  b), reaching ~ 75 %), but the trend is very similar. Note that the 

calculated values provide an estimate only, given the formulation employed (equation 11) assumes a 

plane wave incident on a flat surface and also neglects power coupling in the axial elongation of the 

discharge [27]. However, it is clear that the reflected power increases circa three-fold following the onset 

of the thermal instability (50 µs < t < 70 µs). This increase in reflected power eventually limits the affects 

of the thermal-ionisation instability resulting in more steady discharge conditions (t > 70 µs).  

The surface wave propagation is known to occur for the continuously powered state of this discharge 

and indeed we found that the discharge will eventually settle to a surface wave sustained mode as the 

lateral plasma elongates. During the initial ‘ignition phase’ (t < 100 µs) the plasma behaviour does not 

yet represent characteristics of a surface wave sustained mode. For t > 100 µs, however, our results are 

conducive with the plasma radius coinciding with the skin depth, marking the onset to a surface 

sustained mode. 

 A prominent explanation of ionisation overheating may be that an instability arises due to the 

exponential dependence of the ionisation rate on the reduced electric field [28, 30, 55, 82]. The logic 

follows that an increase in the gas temperature results in a decrease in the gas density (N) (under isobaric 

conditions). This causes an increase in the reduced electric field E/N and the associated electron 

temperature (𝑇𝑒), which propagates a feedback loop, causing further ionisation and gas heating. In our 

case, however, the reduced electric field and 𝑇𝑒 (shown in Figure 2  d) are lower after the thermal 
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instability onset with the reflected power significantly higher. This nuianced behaviour in the context of 

pulsed MW discharges motivates a detailed chemical analysis of the discharge. 

  

 

3.2 Species densities 

 

In Figure 3 a-d) we present the calculated charged and neutral species densities throughout the power 

pulse, as obtained from our simulations. In Appendix 1 the dominant chemical pathways are summarised 

in terms of production and loss contributions (%) for the key species averaged over the two intervals (0-

100 µs & 100-200 µs) of the applied power pulse period. 

The charged species densities throughout the pulse are shown in  Figure 3 a). The electron density at 

t < 50 µs is maintained at 𝑛𝑒 ~ 1012 𝑐𝑚−3 but sees a large increase to  𝑛𝑒  ~ 5𝑥1013 − 1𝑥1014 𝑐𝑚−3 for 

t > 50 µs during and after the thermal instability onset. The ion density reflects a changing dominance 

between two main species: N2
+ and N+. Until t ~100 µs, N2

+ dominants as the main ion. In table 2 a) 

Appendix 1, we see the breakdown of the main N2
+ production and loss channels. The main production 

channels reveal that N(2P) associative ionisation [64, 65] (Figure 3 d) is the key source of N2
+ which are 

lost primarily via dissociative ion recombination forming atomic nitrogen species. For t > 70 µs, N+ begins 

to dominate with increasing availability of atomic nitrogen in the gas mixture. Indeed, this is consistent 

with the growing populations of atomic species during this period of the pulse (Figure 3 b, d). Average 

production (especially in the 100-200 µs interval) shows sustainment pimarily via charge exchange with 

N2
+. Wall losses are not found to represent a significant pathway for ion loss with the exception of N+ in 

the first 100 µs with average loss of 11 % found. 

The metastable densities for N2(a1Ʃu
-) and N2(A3Ʃu

+) along with other prominent electronically species  

N2(B3∏ g) and N2(C1∏g) are shown in Figure 3 b). These species are found to be key channels for both 

electron energy losses (see section 3.4) and gas heating (see section 3.3) [37, 39, 40]. N2(A3Ʃ) is initially 

the most prominent metastable molecule for t < 50 µs, while both N2(A3Ʃ) and N2(B3∏) are prominent in 
the remainder of the pulse. Analysis of their production and destruction channels (see table 2 b) in 

Appendix 1) displays a strong ‘population exchange’ between N2(A3Ʃ) and N2(B3∏) [39]. This is facilitated 

by N2 exchange reactions (N2(B3∏) + N2  →  N2(A3Ʃ) + N2 &  N2(C3∏) + N2 →   N2(B3∏) + N2) and pooling 

reactions of these electronically excited molecular species (i.e.  N2(A3Ʃ) + N2(A3Ʃ)  → ΔH + N2(v=8) 

+N2(B3∏) , N2(A3Ʃ) + N2(A3Ʃ) →ΔH+N2(v=2) + N2(C3∏) and N2(B3∏) + N2(B3∏) →ΔH+ N2(v=9) + N2(B3∏) ). 
Indeed, this tight coupling of the production and loss channels between the metastable and 

electronically excited molecules somewhat masks the fact that electron impacted N2(v) (see section 3.4) 

is the key source of metastable production during the pulse.  

The density of vibrational levels N2(v), along with the ground state N2 density is shown in Figure 3 c). 

During the thermal instability, a large drop (up to two orders of magnitude) in the N2 density occurs to 

maintain the isobaric conditions as the gas temperature climbs (see section 3.3). A large fraction of the 

neutral gas (i.e. N2(v)=0-43) becomes vibrationally excited during this phase providing a key energy 

pathway for electronic excitation and ionisation. At t ~ 50 µs, N2(v=1) is found to make up 21 % of the 
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N2(v=0-43) neutral species, while at t ~ 150 µs, it makes up 14 % of the N2(v=0-43) mix. For higher 

vibrational levels the excitation peaks show a similar trend. This is illustrated in Figure 3 c for N2(v=5) 

and N2(v=15), but the other vibrational levels show similar behaviour. At t ~ 50 µs, N2(v=5) contributes 

for 5 % of the N2(v=0-43) neutral species, while at t ~ 150 µs, it makes up 4 % of the N2(v=0-43) mix. At t 

~ 50 µs, N2(v=15) makes up 0.001 % of the N2(v=0-43) neutral species while at t ~ 150 µs, it contributes 

for 0.03 %.  

The atomic nitrogen species densities are shown in Figure 3 d), along with the N2 conversion (i.e. 

dissociation to atomic nitrogen) in Figure 3 e) and the specific energy input (SEI) in Figure 3 f). Up to t ~ 

50 µs, N2 conversion (shown in Figure 3 e) remains low (< 0.3 %). Ground state atomic N(4S) shown in 

Figure 3 d) dominates the atomic nitrogen population during this period. After the thermal instability 

onset (t > 50 µs), the N2 conversion rate increases quickly with a conversion of ~2%, and by t~70 µs, the 

conversion of N2 is ~10 % with values saturating near 15 %  at t~100 µs. For 70 µs < t < 150 µs N(2D) 

becomes the dominant excited atomic nitrogen species. In table 2 c) Appendix 1 we see this is primarily 

due to electron impacted excitation from N(4S). Later in the pulse at (t > 150 µs) N(2D) undergoes 

quenching as the gas temperature rises (see section 3.4) with N(4S) again becoming dominant atomic 

nitrogen species. In Appendix 1 the production and destruction analysis shows that N(4S) is strongly 

coupled to N(2D) and N(2P) populations. To understand the fundamental source for Nitrogen conversion 

here we must therefore consider pathways for N(4S) production outside exchange reactions with N(2D) 

and N(2P). Dissociation of electronically excited species (shown in table 2 c) as the collective species N2
*) 

is found to have the most impactful contributiuon here. As discussed above electronic excitation of 

molecular species is primarily due to electron impacted vibrational species. This provides a direct link 

between the dominant conversion pathways here and vibrational excitation known to be an efficient 

means for nitrogen fixation[10]. Further, as shown in table 2 a) Appendix 1 N2
+ is primarily formed via 

associative ionization of N(2P). N(2P) is formed from direct electron impacted excitation with N(4S) and 

contributions from collisions of  N2(A3Ʃ) as shown in tables 2 b) and c).  This showns a strong coupling 

between vibrationally excited species and ion dynamics via electronically excited. At the end of the pulse 

(t~200 µs), the conversion of N2 is calculated as ~15 %. Note for the calculated conversion values given 

here, we take into account any changes in the (mass) density due to stoichiometric changes in the gas 

mix, i.e. the so-called expansion ‘α’ factor [83-85]. The specific energy input (SEI) is shown in Figure 3 f) 

along with the absorbed power. We see that during the large increase in N2 conversion (70 µs < t < 100 

µs) the SEI ranges 1-2 eV/molecule (or ~100-200 kJ/mol). It must be noted here that the reactor radius 

(i.e., rtube) is larger than the plasma radius (i.e., rplasma) given the optical emission shown in Figure 1 b) 

above. The simulation here therefore represents a sub-volume of the plug volume which is occupied by 

the discharge (and hence overall conversion predictions would be lower if averaged over the larger plug 

volume).  

In Figure 3 e) we also show how the gas velocity increases substantially over the pulse period. This is 

primarily driven by the strong gas heating and subsequent changes to the (mass) density. This, of course, 

has some limiting effect on the residence time and thus on the overall conversion.  

The chemical dynamics of the fast heating and plasma volume contraction will be explained in section 

3.4. However, in the next section we present the temporal behaviour of the gas and vibrational 

temperatures, to clearly demonstrate fast heating and its correlation with the plasma volume 

contraction. 
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3.3 Gas and vibrational temperature  

 

Vibrational Raman spectroscopy (see section 2.1) was employed to capture the translational and 

vibrational gas temperatures across the radial extent of the discharge. The laser was positioned at the 

central axial position (i.e. x= 0) as shown in Figure 1 a). In order to compare directly with the 0D simulated 

translational and vibrational temperatures (section 2.2), a radial spatial average of the experimental data 

is taken.  

In Figure 4 a) we compare the measured spatially-averaged gas temperature (we assume here that 

the rotational temperature is in equilibrium with the translational gas temperature[21]) and the 

calculated value. The measured and calculated data show temporal agreement over the range in which 

experimental data are available. We emphasise the value of modelling here, which enables discovery of 

trends beyond this time, information which is not available experimentally. Notably, at t ~ 50 µs the  

translational gas heating rate begins to increase rapidly. This acceleration coincides with the sharp 

contraction in the discharge volume and the corresponding increase in the power density (see Figure 2 

b). Raman scattering profiles could only be obtained up to t ~ 70 µs, because after t ~ 70 µs the signal-

Figure 4: Comparison of experimental and calculated (a) gas temperature Tgas (K), and (b) vibrational 

temperature Tv
(0,1) (K) and Tv

(1,5) (K) (see section 3.3). The accompanying experimental data are the spatially 

averaged laser scattered Raman measurements. 

b)  a)  
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to-noise ratio prevented further utilisation of the signal. The calculated data, however, allows us to 

discover the gas temperature beyond this point. In Figure 4 a) we see an increasing temperature (t > 50 

µs) until a peak at t ~ 70 µs of ~2000 K before a gradual decrease to ~1200 K at t ~ 200 µs. Asserting a 

parabolic temperature profile for the radial changes in the gas temperature we would predict central 

temperatures given by Tc [K] = 2*Tg – Tw [21]. Assuming a wall temperature 300 K (say) this would give 

an estimate of Tc~2100 K in the centre of the filament at the end of the pulse period. Unfortunately, it is 

beyond the scope of the current study to capture detailed gradients and the resulting changes in gas 

density. However, we believe effectively capturing the average conditions across the filament can give 

insight into the dominant chemical mechanism involved in the contraction phenomena and in particular 

the impact of the electronically and vibrationally excited species chemistry on the (spatially averaged) 

heating rate corroborated experimentally. The focus of this paper is to investigate the chemical aspects 

of contraction and thermal-ionization phenomena rather than close accuracy. We believe; however, the 

similar heating rates provide corroboration that support the nature of the trends discovered. 

temperatures are shown for vibrational levels v=0,1 and v=1,5, in comparison to the calculated data. 

The vibrational temperatures 𝑇𝑖 are estimated using simulated data based on the ratio of the 𝑗𝑡ℎ 

vibrational level to the 𝑖𝑡ℎ (𝑗 > 𝑖) of the Boltzmann factor [86] between neighbouring vibrational number 

densities 𝑛𝑖,𝑗 and the associated vibrational energy levels (𝐸𝑖,𝑗) of N2 as: 

 𝑇𝑣(𝑣=𝑖←𝑣=𝑗) = − 𝐸𝑗−𝐸𝑖ln (𝑛𝑗𝑛𝑖)           (11) 

 

Here the vibrational temperature for 𝑇𝑣(𝑣=𝑖 ← 𝑣=𝑗) is estimated for vibrational levels from v=1,…,5. 
The vibrational temperatures 𝑇𝑣(𝑣=0 ← 𝑣=1) and 𝑇𝑣(𝑣=1←𝑣=5) (Figure 4 b) show a steady heating rate for 

t < 50 µs with temperatures significantly exceeding the translational gas temperature 𝑇𝑔. After t ~ 50 µs, 

the vibrational temperatures (Figure 4 b) rise 

abruptly due to the thermal instability onset. 

The ratio of 𝑇𝑣=1/𝑇𝑔 (an indicator of the extent 

of thermal non-equilibrium between the 

translational and vibrational temperatures 

[21]) is found to be 7 at t ~ 30 µs, rising to 12 at 

t ~ 50 µs, and to 8 at t ~ 100 µs. This constitutes 

a significant non-equilibrium between the gas 

(translational) and vibrational temperatures. 

For 𝑇𝑣=5/𝑇𝑔 we see (Figure 4) a larger non-

equilibrium. 𝑇𝑣=5/𝑇𝑔 is 13 at t ~ 30 µs, 15 at t ~ 

50 µs, and 9 at t ~ 100 µs. 𝑇𝑣=15/𝑇𝑔 shows 

similar behaviour to 𝑇𝑣=5/𝑇𝑔 consistent with 𝑇𝑣>1 reaching a quasi-equilibrium later in the 

pulse (see Figure 4). Figure 5: Calculated vibrational distribution function 

normalised to density of N2(v=0) at different times during 

pulse period. 
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In Figure 5 we plot the calculated vibrational distribution function (VDF) (normalised to v=0) at various 

prominent times throughout the discharge pulse, along with the corresponding Boltzmann distribution, 

which represents the equivalent equilibrium vibrational distribution at that particular gas temperature. 

At t ~ 50 µs, the upper vibrational levels have become strongly heated with a significant non-equilibrium 

compared to the Boltzmann distribution. 𝑇𝑣(0,1) and 𝑇𝑣(1,5) (Figure 4 b) lie close to the electron 

temperature of ~1.25 eV (~14,500 K) at t ~ 150-200 µs; see Figure 2 d). This behaviour is also seen clearly 

in the VDF shown in Figure 5. Indeed at t ~ 150 µs the VDF is still significantly overpopulated compared 

to its equivalent Boltzmann distribution at this gas temperature (𝑇𝑔 ~ 1,200 K).   

The downwards bend in the VDF tail for vibrational energies > 6 eV observed at t 70 µs (see Figure 5) 

coincides with the excitation energies of the key electronic states (e.g. N2(A3Ʃ) = 6.2 eV, N2(B3∏) = 7.4eV). 
This is consistent with electron impact excitation of N2(v) as a dominant production pathway. The 

consequent role of the metastables in the fast gas heating and plasma volume contraction will be 

explained in the next section. 
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e) 

Figure 6: a) Electron energy transfer into various electron impact reactions during pulse. b) % contribution of various 

processes to gas heating. c)  gas heating contributions turned off (ΔH=0) for key reactions. d) Power absorbed from 

external power (W), gas heating (W) and heat loss to walls (last term on rhs of equation 5). e) Electron energy 

distribution function (eV-3/2) at different times during pulse, along with the equivalent Maxwellian EEDF. f) equivalent 

EEDF with superelastic collisions removed.  

a) b) 

c) 

f) 

d) 
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3.4 Electron energy distribution and underlying reasons for fast gas heating 

 

The energy flow in the chemical system begins with an externally applied electric field, heating electrons 

(facilitated by their relatively small mass compared to the ions). Heated electrons then transfer energy 

via a myriad of collisions (over a variety of timescales) with heavy gas species. In Figure 6  a) we present 

a temporal sequence of the fractional loss of electron energy [4, 39] for the three dominant groups of 

reactions, namely, 1: electron impact vibrational excitation (v=1-43), 2: electronic excitation of N2 to the 

metastable (and other electronically excited) levels (where N2* represents the N2(A1Ʃ), N2(A3Ʃ), N2(B3∏) 
and N2(C1∏) electronically excited states), 3: electronic excitation of vibrational levels to an electronically 

excited metastable and 4. Excitation of atomic N to N(2P) and N(2D) excited states. For 0 < t < 50 µs 

(before the onset of the thermal instability) electron impact vibrational excitation dominates (~60-70 %), 

while electronic excitation of the ground state to the metastable levels makes up a minority share of 

electron energy loss (~15-20 %). At t ~ 50 µs (during the thermal instability onset) electron energy loss is 

quickly redirected to electronic excitation of metastable species from vibrationally excited species. Later 

in the pulse, after some stabilisation (t > 70 µs), the electron energy goes to substaintially towards 

excitation of atomic nitrogen species as their populations grow in the gas mixture.  

In table 1 we list the characteristic times associated with the collisional processes presented in Figure 

6. For each group of reactions, we have chosen a representative reaction [21]. The characteristic time is 

achieved by integration of the reaction rates associated with each grouping over the 200 µs pulse period. 

Correlation of table 1 with the electron energy loss fractions in Figure 6 a) offers an insight into the 

timescales of the dominant chemical pathways. Electron impact vibrational excitation with a 

Reaction type Characteristic  reaction Characteristic 

time (µs) 

1.  e-vib N2+ e → N2(v=1) + e 2 

2.  e-meta N2+ e →  N2(B3∏) + e 69 

3.  e-vib-meta N2(v=1)+ e → N2(B3∏) + e 61 

4.  e-N-excit N + e → N(2D) + e 4 

5 A.  Pooling N2(A3Ʃ)+N2(A3Ʃ) →  ΔH + N2(v=8) + N2(B3∏) 4 

 
N2(A3Ʃ) + N2(A3Ʃ) → ΔH +N2(v=2) + N2(C3∏) 2 

 
N2(B3∏) + N2(B3∏) →ΔH+ N2(v=9) + N2(B3∏) 4 

5 B.  N2(B3∏)-N2 N2(B3∏) + N2 → ΔH + N2 + N2 0.8 

5 C.  N(2D)-N         N(2D) + N2 → ΔH + N2 + N(4S) 17 

5 D.  VT-N N2(v=7) + N(4S) → ΔH + N2(v=6)  + N(4S) 820 

5 E.  N(2D)-N        N(2D) + N2 → ΔH + N2 + N(4S) 17 

Table 1: Characteristic reactions and characteristic time (µs) of the main (representative) reactions for electron 

energy loss (1-4) and gas heating (5.A-E). See Figure 6. 
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characteristic time of ~2 µs dominates in the early stages of the pulse. In comparison, electron impact 

excitation to the metastable levels from the ground state or vibrational levels exhibits a characteristic 

time of 69 and 61 µs, respectively, corresponding with the onset of the thermal instability.  

In Figure 6  b) the relative contributions to gas heating are shown over the pulse period (with the 

corresponding characteristic reactions and times shown in table 1). The corresponding absolute values 

for gas heating power are further shown in Figure 6 d) along with wall heat loss and the total power 

absorbed. Figure 6  b) shows that quenching of electronically excitated molecular species dominate in 

gas heating from the very beginning up to 70 µ. This includes self-quenching via Pooling reactions ( i.e.: 

N2(A3Ʃ) + N2(A3Ʃ) → ΔH + N2(v=8) +N2(B3∏),  N2(A3Ʃ) + N2(A3Ʃ) →  ΔH+N2(v=2) +N2(C3∏)) and ) and 

N2(B3∏) + N2(B3∏) →ΔH+ N2(v=9) + N2(B3∏)  and direct quenching of  N2(B3∏) with N2. Clearly, this is key 

part of the instigation of the fast gas heating rate and corresponding discharge volume contraction 

observed. The characteristic time for the three pooling reactions is estimated at 2-4 µs and the N2(B3∏) 
with N2 quenching at 4 µs consistent with the quick acceleration of the gas temperature observed 

experimentally. In the later stages of the pulse (t~100 µs), the contributions associated with formation 

of atomic nitrogen species become important gas heating pathways. Quenching of N(2D) to N(4S) is 

especially important along with smaller contributions from ‘VT-N’ (vibrational-translation interaction of 

N2(v) with N).  

In Figure 6 c) we see the impact of various quenching reactions of electronically excited molecular or 

atomic species on the calculated gas temperature with enthalpy contributions ‘turned off’ for key 

heating reactions. In the first half of the discharge (up to t ~100 µs) the various Pooling reactions (5.A) 

have the most significant impact on the heating rate, but with important contributions also from N2(B3∏)  
quenching (5.B). In the second half of the pulse (t > 100 µs) quenching of N(2D) to N(4S) becomes a 

primary pathway for gas heating as atomic nitrogen species grow in population within the gas mixture. 

In Figure 6 e) the electron energy distribution function (EEDF) is presented at t ~ 50, 70 and 150 µs, 

along with the equivalent Boltzmann distribution at the corresponding electron energy (ε) (see Figure 2  

d). Indeed, by t ~ 50 µs a large deviation in the EEDF tail is already found. Beyond t > 50 µs, this ‘tail 
heating’ persists, eventually leading to a large growth in metastable densities, causing a high gas heating 
rate at t > 50 µs, due to the ‘pooling reactions’. Tail heating is due to energy exchange with vibrationally 

excited N2(v) molecules (i.e. super-elastic collisions). Strong heating, especially for ε > 5 eV (which is near 
the threshold for excitation of metastable species) is seminal for providing a population of heated 

electrons, which precipitate the dynamic chemistry in the discharge. The delayed transition of the EEDF 

to a Maxwellian discharge in the latter stages of the pulse at t ~ 150 µs (see Figure 6 e)) where the 

ionisation fraction remains high may be due to the relative drop in absorbed power. The instigation of 

the thermal-ionization contraction results in a large increase in reflected power on timescales not 

controllable for the manual impedance tuner hence the absorbed power falls significantly in the latter 

stage of the pulse. In Figure 6 f) the electron energy distribution function (EEDF) is presented at t ~ 50, 

70 and 150 µs, along with the equivalent Boltzmann distribution at the corresponding electron energy 

(ε) without the inclusion of superelastic collisions between electron and both vibrationally and 

electronically excited species. By comparing with Figure 6 e), we can see that the extent of the tail 

heating is significantly suppressed, corroborating the discussions above about the important role of 

superelastic collisions in tail heating of the EEDF.  
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In summary, tail heating of the EEDF offers a fundamental explanation of how the thermal-ionisation 

instability is instigated in the presence of high vibrational excitation, with an overall decreasing reduced 

electric field [34], contrary to conventional explanations of thermal ionisation instabilities dominated by 

direct electron impact ionisation processes [55]. The changing dynamics of the plasma dielectric 

properties and in particular the large increase in reflected power (see section 3.1) eventually provides a 

stabilising affect to the super-elastic driven thermal-ionisation instability. It must, however, be 

recognised that a clear description of why the discharge contraction occurs remains unanswered, and 

only a model that computes the spacial dynamics may give a satisfactory answer. It is indeed a very hard 

quest, because the discharge transits from a spherical to cylindrical symmetry while the electric field 

accommodates to the time varying plasma (in volume and parameters). 

 

4. Conclusions 

 

A key challenge in applications involving pulse-powered plasma gas conversion technologies lies in a 

greater understanding of plasma dynamics. Illucidating the nature of thermal-ionisation instabilities in 

molecular MW plasmas (in this case N2) is central to addressing scalability and intensification challenges 

for plasma conversion applications, particularly under pulsed conditions where ignition is frequent. In 

this report, we studied the dynamics of an isolated power pulse ignited in a vortex flow stabilised MW 

plasma in N2 at sub-atmospheric pressure (25 mbar), by a combination of a 0D kinetics model, iCCD 

imaging and laser scattering diagnostics.  

Quenching of N2(A3Ʃ)  and N2(B3∏)  electronically excited molecules is found to result in fast gas 

heating, which induces a thermal-ionisation instability. This results in a discharge volume contraction 

leading to significant changes in the discharge dielectric properties (section 3.1), species densities 

(section 3.2), gas and vibrational temperatures (section 3.3) and the distribution of energy within the 

chemical system (section 3.4).   

The onset of a thermal-ionisation instability (t > 50 µs), causes the N2 conversion rate to increase 

significantly. The changing ratio of  𝑓𝑝 and 𝜈𝑒−𝐻𝑒𝑎𝑣𝑦 results in fundamentally different dielectric 

properties for the discharge before/after the thermal instability which manifests as a significant increase 

in the reflected power after the thermal instability onset. As the dielectric properties of the discharge 

change during the instability, a higher power density is briefly coupled to the discharge before this is 

limited by an increased reflected power. The instability onset enhances the relative electron population, 

while the collision frequency lowers as the temperature rises and gas density drops to maintain isobaric 

conditions. A significant increase in the power reflected by the plasma eventually stabilises the discharge 

with power density levels lowering to pre-instability levels. Translational and vibrational gas temperature 

analysis reveals a quasi-non-equilibrium is reached within the pulse after the discharge contraction, with 

the translational temperature stabilising at ~1200 K, while vibrational temperatures are found in near 

equilibrium with the electron energy (~1 eV).    

Radial contraction of the discharge to the skin depth is found to occur after the contraction phase 

(t~100 µs), while the surface wave induced axial elongation is found to be temporarily contracted during 

the thermal instability onset. The reduced electric field is found to increase only slightly during the 
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thermal instability before decreasing significantly compared to levels before the thermal instability 

onset. The (average) electron temperature shows a similar trend. This is contrary to the thermal-

ionisation mechanism reported for other gas mixtures and reactors, which are likely less vibrationally 

activated and not prone to the dynamic power absorbed conditions of MW discharge. The chemistry is 

shown here to be fundamentally driven by electron impact N2 vibrational excitation and super-elastic 

heating of the electron energy distribution tail, causing strong electronic excitation from the vibrational 

levels towards the metastable levels, which then instigate fast gas heating by the quenching of 

electronically excited species. Ionisation dynmaics are also found here to be fundamentally driven by 

vibrational excitation. This dynamic reveals how the thermal-ionisation instability can occur in the 

presence of high vibrational excitation in a MW discharge during the initial moments of ignition for a 

continuously power discharge or in the breakdown during an applied power pulse.  This research is 

crucial for progressing a fundamental basis for N2 fixation using pulsed-power MW technology, informing 

key industrial challenges, such as process intensification and scalability. 
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Destruction 

Species Reaction 
 

0-100 μs 
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100-200 μs 
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N
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+
 N
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+
 +  𝐞 →  ΔH + N(

4
S)  +
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4
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 42 44 
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 + 𝐞 → ΔH +  N(
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N(

2
D)  42 44 

N
+
  N
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 + N(

4
S) + N

2
  →  N
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+
  + N

2
 77 88 

N
+
 →  wall   11 2 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Production 

Species Reaction 
 

0-100 μs 

% 

100-200 μs 

% 

N
2

+
 N(

2
P)  + N(

2
P) →  N

2

+
 +  𝐞 97 94 

N
+
  N

2

+
 + N(

4
S)  →  N

+
 + N

2
 92 99 

N(
4
S) + 𝐞   →  e + N

+
 8 - 

Table 2 a): Reaction analysis over the pulse period: % contributions from dominant production and loss channels 

for key ionic species. Reaction groupings with negigible contributions which are not impactful have typically been 

excluded/ filtered out in the above table to show the dominant chemical pathways. 
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Production 

Species Reaction 
 

0-100 μs 

% 

100-200 μs 

% 

N2(A3Ʃ) N2(B3∏) + N2  →   N2(A3Ʃ) + N2 52 38 

N2(v) + e → N2(A3Ʃ) + e 44 58 

N2 + e → N2(A3Ʃ) + e 4 3 

N2(B3∏) 
 
 

N2(v) + e  →  N2(B3∏) + e 50 82 

N2(C3∏) + N2 →   N2(B3∏) + N2 33 6 

N2(A3Ʃ) + N2(A3Ʃ)  → ΔH+N2(v=8) + N2(B3∏) 12 2 

 

 

  

Destruction 

Species Reaction 
 

0-100 μs 

% 

100-200 μs 

% 

N2(A3Ʃ) N2(A3Ʃ) + N2(A3Ʃ)  → ΔH + N2(v=8) + N2(B3∏) 21 3 

N2(A3Ʃ) + N2(A3Ʃ) →   ΔH + N2(v=2) + N2(C3∏) 41 1 

N2(A3Ʃ) + e → N2 + e 23 12 

N2(A3Ʃ) + N(4S) →   N2 + N(2P) 11 75 

N2(A3Ʃ) + N(4S) →   N2 + N(4S)   2 10 

N2(B3∏) 
 

 

N2(B3∏) + N2 → N2(A3Ʃ) + N2 55 82 

N2(B3∏) + e → N2 + e 38 13 

N2(B3∏) + N2(B3∏) → ΔH+ N2(B3∏)  + N2(v=9) 5 - 

N2(B3∏) + N2 → ΔH+ N2+ N2 3 5 

 

 

 

 

 

 

 

 

 

 

Table 2 b): Reaction analysis over the pulse period: % contributions from dominant production and loss channels 

for key metastable and electronically excited molecular species. Contributions from reactions with two and three 

bodies have been combined. Reaction groupings with negigible contributions which are not impactful have 

typically been excluded/ filtered out in the above table to show the dominant chemical pathways. 
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Destruction 

Species Reaction 
 

0-100 μs 

% 

100-200 μs 

% 

N(
4
S) N(

4
S) + e →  e +  N(

2
D) 71 87 

N(
4
S) + e →  e +  N(

2
P) 15 9 

N2(A3Ʃ) + N(2P) →   N2 + N(4S) 14 3 

N(
2
D) N(

2
D) + N2 →  ΔH + N(

4
S)  + N2 99 99 

N(
2
P) 

 
N(

2
P)  + N(

2
P) →  N

2

+
 +  𝐞 91 53 

N(
2
P) + N(

4
S) →   N(

2
D) + N(

4
S)  9 47 

 

 

 

 

 

 

 

 

Production 

Species Reaction 
 

0-100 μs 

% 

100-200 μs 

% 

N(
4
S) N2(v) + e → N(

4
S) + N(

4
S) + e 18 - 

N
2

*
  + e →  ΔH + N(

4
S) + N(

4
S) 17 - 

N(
2
D) + N

2
 →  ΔH + N(

4
S) +  N

2
 40 98 

N(
2
D) 
 

N(
4
S)  + e →  N(

2
D) + e 82 87 

N(
2
P) + N(

4
S)  →  N(

4
S ) + N(

2
D) 3 7 

N
2

+
  + e →  ΔH + N(

2
D) + N(

2
D) 10 4 

N(
2
P) 

 
N(

4
S) + e →  N(

2
P) + e 57 72 

N
2
(A

3Ʃ) + N(
4
S) →   N

2
 + N(

2
P) 40 26 

Table 2 c): Reaction analysis over the pulse period: % contributions from dominant production and loss channels 

for atomic nitrogen species. Contributions from reactions with two and three bodies have been combined. 

Contributions from N2(v) vibrational levels have been summed. The term  N
2

* 
represents the collection of 

metastable and electronically excited molecular species (see table 2 b). Reaction groupings with negigible 

contributions which are not impactful have typically been excluded/ filtered out in the above table to show the 

dominant chemical pathways. 
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