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Plasma has been studied for several years to convert CO2 into value-added products. If CO2 could be converted in the 
presence of H2O as cheap H-source for making syngas and oxygenates, it would mimic natural photosynthesis. 
However, CO2/H2O plasmas have not yet been extensively studied, not by experiments, and certainly not 
computationally. Therefore, we present here a kinetic modelling study to obtain a greater understanding of the 
vibrational kinetics of a CO2/H2O microwave plasma. For this purpose, we first created an electron impact cross 
section set for H2O, using a swarm-derived method. We added the new cross section set and CO2/H2O-related 
chemistry to a pure CO2 model. While it was expected that H2O addition mainly causes quenching of the CO2 
asymmetric mode vibrational levels due to the additional CO2/H2O vibrational-translational (VT) relaxation, our 
model shows that the modifications in the vibrational kinetics are mainly induced by the strong electron dissociative 
attachment to H2O molecules, causing a reduction in electron density, and the corresponding changes in the input of 
energy into the CO2 vibrational levels by electron impact processes.  

1. INTRODUCTION 

Significant efforts need to be taken to keep the warming of the earth under 1.5°C, as stated by the Paris Agreement. 
To reach this goal, we need to cut our carbon emissions and even try to lower the existing high levels of CO2. Thus, 
the best way to battle climate change is a combined approach of reduction of the CO2 levels and reducing the 
emissions.  

Many approaches already exist to combat climate change, e.g., using renewable energies, carbon capture and storage 
(CCS), and carbon capture and utilisation (CCU), as for example, CO2 conversion.1 The latter has the advantage that 
it not only prevents CO2 from entering the atmosphere, but it is also used as a source for value-added chemical 
compounds, like methanol and syngas, in line with the cradle-to-cradle principle. Moreover, since CCU can create 
fuels, this leads to the prevention of the extra burning of fossil fuels and of the excess CO2 that would enter the 
atmosphere.  

A promising method for CO2 conversion is plasma technology.1 It allows CO2 conversion at mild reaction conditions 
(ambient pressure and temperature) because the gas is activated by electrons, which are heated by the applied electric 
power. Furthermore, because plasma is created by electrical power, and it is easily switched on/off, it is very promising 
to be used with renewable electricity, for peak shaving and grid stabilisation, to make solar fuels. Additionally, it does 
not require the use of scarce materials and is scalable to the size of the energy market.  

Plasma-assisted CO2 conversion has been studied already extensively.1 The first research dated back to the late 1970s 
and led to a greater understanding of how to enhance the CO2 decomposition and the effect of different plasma 
operating conditions.2 It was found that vibrational excitation can be the most effective channel for CO2 dissociation 
in plasma. Electrons at a temperature of Te = 1-2 eV are very efficient in transferring energy to mostly the asymmetric 
stretch mode of CO2. More than 95% of the energy can be transferred.3,4 Microwave (MW) plasmas at reduced pressure 
emerged as the most energy efficient of all plasma types, with energy efficiencies of 80-90% at specific conditions.2 
The high energy efficiencies for CO2 conversion are attributed to the relatively high electron density and low reduced 
electric field (E/N, where E is the electric field, and N is the gas number density), which causes the right electron 
temperature (1-2 eV) for selective excitation of the asymmetric vibrational mode of CO2.5  

Kozák and Bogaerts6 developed a 0D chemical kinetics model for pure CO2 conversion in MW plasmas, in which the 
importance of the vibrational dissociation pathway was demonstrated, and which can be used to optimise the 
conversion and energy efficiency.6,7 In practice, however, CO2 streams will rarely be in pure form. CO2 can be captured 
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from fumes and exhausts or can be captured from the atmosphere, but in either way, it will be not pure, so it will need 
to be separated, which is an additional cost. Therefore, converting mixtures in the plasma might reduce the cost and 
is a more realistic representation of the actual fumes. Another advantage might be that the added gas introduces 
benefits for conversion and efficiency and even creates new products. Therefore, different gas mixtures have already 
been studied. In CO2/N2 mixtures,8–11   N2 shows beneficial effects due to the small energy difference between the first 
vibrational levels of N2 and CO2, making a fast resonance transfer of vibrational energy possible.8,9 If we want to 
explore the possibilities to create hydrocarbons, such as methanol, formaldehyde and formic acid, the addition of a 
hydrogen source would be necessary. Therefore, dry reforming of CH4, as well as CO2 hydrogenation (i.e., gas 
mixtures of CO2/CH4 and CO2/H2) have been studied as well.1,12,13 

A common (hydrogen-containing) gas mixture in practice is CO2/H2O. H2O can be used as a cheaper and more 
sustainable hydrogen source than H2. There is, however, a limited number of studies on the combined CO2/H2O 
conversion in plasmas.14–18 Additionally, the literature data do not show consistent results. Some papers demonstrated 
that even small amounts of H2O addition (1 – 2 %) yield a significantly lower CO2 conversion, and thus a higher 
energy cost, compared to pure CO2 splitting.14–16 H2O might quench the vibrational levels of CO2, thus reducing the 
most energy-efficient conversion process. This was confirmed by studies performed in a gliding arc.15,16 However, 
Chen et al.17 reported higher efficiencies upon H2O addition in MW plasmas, yielding a conversion up to almost 30 
%, at an energy cost around 2.32 eV/molec. This MW set-up was operating at low pressures (30–60 Torr) and might, 
therefore, be less prone to quenching of the CO2 vibrational levels than atmospheric pressure plasmas. In addition, 
H2O might have a cooling effect, possibly increasing the thermal non-equilibrium and thus the energy efficiency. 
Another experimental study in MW plasma performed by Ihara et al. showed the possibility of methanol formation.18  

The available studies17,18 on CO2/H2O in a MW discharge are, however, only experimental, and there is an apparent 
lack of modelling studies, needed to gain a better understanding of the results. To close this gap, we extended the CO2 
model of Berthelot and Bogaerts,19 developed for a MW plasma, with H2O addition. For this purpose, we created a 
new reaction set, describing the reactions between H2O and CO2 and their possible products, as well as a new electron 
impact cross section set for H2O. The main focus of this paper is on the influence of H2O on the CO2 vibrational 
kinetics, as this knowledge is crucial for energy-efficient CO2 conversion in a CO2/H2O (MW) plasma. 

2. METHODOLOGY 

2.1. CREATION OF THE H2O CROSS SECTION SET 

(a) Approach 

Electrons can be considered the primary agents in plasma. They are accelerated by the applied electric field and give 
rise to a chemically-rich environment due to collisions with heavy particles, yielding excitation of internal degrees of 
freedom, dissociation, and ionisation. Therefore, accurate knowledge of electron impact cross sections is of particular 
importance in gas discharge modelling. Cross sections are crucial for the calculation of (among others) the electron 
energy distribution function (EEDF), which plays an essential role in gas discharges, as it describes the probability 
density for an electron to have a certain energy.  

In order to propose the cross sections for electron collisions with H2O, to be used for the modelling of CO2/H2O 
plasmas, it is vital to introduce the concepts of consistent and complete sets. A set is considered complete when it can 
describe the main electronic processes responsible for momentum and energy losses, including those yielding changes 
in the number of electrons, such as ionisation. On the other hand, a set is consistent when it can reproduce measured 
values of swarm parameters when used as input data to evaluate the EEDF from a Boltzmann solver.20 We use here 
Bolsig+21 as the Boltzmann solver, due to its incorporation in the ZDPlasKin22 software used in this work. Therefore, 
the cross section set created here was made to suit this solver.  

A complete and consistent set of cross sections is often obtained adopting a swarm-based procedure.20 A swarm of 
charged particles is an ensemble (collection) of particles moving through the background gas under the influence of 
an external electric field.23 Therefore, swarm parameters are parameters related to the transport of electrons measured 
under an applied electric field. The parameters are obtained from the LXCat database24 and Hasegawa et al.25 Swarm 
parameters can be used to derive the cross sections, as well as to control the validity of the created set. The latter 
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procedure starts with the collection of a set of cross sections from the literature, whose magnitudes are adjusted to 
improve the agreement between calculated and measured swarm data. Here it is essential to mention that such a 
procedure does not validate the cross section of each individual process, nor it ensures the uniqueness of the whole 
cross section set. As a consequence, multiple sets of cross sections can provide the correct transport data. There are 
some ways to correct this, like obtaining more information about the relative magnitudes of the processes or putting 
several processes into one cross section.26 The swarm parameters calculated in this work are the (i) electron reduced 
mobility and (ii) reduced effective ionization Townsend coefficient, represented by μN and αN - η/N, respectively. 

 

(b) Creation of the cross section set  

Five H2O cross sections sets are available at the LXCat database: Triniti,27 Itikawa,28 Hayashi,29 Morgan30 and 
Phelps.31 Note that another set of Quantemol was also available but included only one reaction, so it was not used in 
this study. Among these sets, only two – Triniti and Itikawa – were initially used. The other three lacked important 
rotational reactions and could, therefore, not provide good results when used in Bolsig+. Note that Bolsig+ does not 
allow to add populations of rotational levels in a simple way. However, the rotational levels of H2O lie close to one 
another and higher levels will, therefore, be already populated at 300 K. Neither Itikawa nor Triniti sets were 
acceptable when compared to the experimental swarm data from Hasegawa et al.,25 as can be seen in figure 1. From 
these first results (calculated at 300 K), we can conclude, from both reduced mobility and Townsend coefficient, that 
the Triniti set provides better results. Consequently, the Triniti set was chosen as a base set to be optimised. The 
Itikawa set, however, contains some interesting reactions and cross sections and was used to complete the Triniti set.  

 
Figure 1: Reduced mobility (left) and reduced effective ionisation Townsend coefficient (right), obtained from experiments25, and 

calculated with the original Triniti27 and Itikawa28 cross section sets, and the new set developed in this work. 

 
To further optimise the cross section set of Triniti, a literature study was performed to find additional information 
about which cross sections are the most important to include and to obtain an overview about the important data sets 
available. In the beginning, two main review articles were consulted: Itikawa et al.28 (as mentioned above) and Ness 
et al.32 Both provide a dataset created either from reviewed or calculated cross sections. From here, some articles 
involving datasets,33–35 while others related to specific processes, namely momentum transfer,36 rotations28,37–42 and 
vibrational excitation43,44 were analysed. 
 
The main idea is that over a range of reduced electric fields from 0 Td to 1000 Td, different cross sections have 
different effects. At low fields (< 35 Td) the rotational cross sections have the most significant contribution, for 
intermediate ranges (35 – 90 Td) vibrational cross sections are more important, and in the higher fields range (> 90 
Td), ionisation and dissociative attachment are essential.45 For polar molecules, rotational excitation is the dominant 
process in low energy collisions. Moreover, at energies below the vibrational threshold, the only inelastic process is 
rotational excitation. Thus the rotational transitions play a significant role in slowing down electrons in a molecular 
gas at lower reduced electric fields.28 The rotational process with ΔJ = 1 is the most efficient.38 H2O, in general, will 
exhibit large rotational total cross sections, since it is a polar molecule and will, therefore, interact strongly with low 
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energy electrons. However, obtaining rotational cross sections experimentally can be troublesome. This happens 
because the rotational levels of H2O lie very close together, and electron beam experiments do not have enough 
resolution to resolve each rotational state.28 Besides, swarm experiments can give very accurate cross sections for the 
sum of all overlapping reactions, but only estimates of partial cross sections can be obtained.39 If partial cross sections 
come into play, the use of computational methods will be a big help. Itikawa et al. used the Born approximation to 
derive a formula to calculate the rotational cross sections42 that is quite in use by many authors, like Ness et al.,32 who 
included around 100 calculated cross sections in their set.32 However, more often only the cross sections up to J = 3 
are included.35,40 Sometimes, the rotational cross sections are incorporated into the elastic cross sections, creating, 
therefore “quasi-elastic” cross sections.32 This delivers results that do not match with the experimental data. It is thus 
essential to have separate rotational and elastic cross sections.32 Here, a combination of Itikawa’s rotational cross 
sections was made to create one single rotational cross section. 
 
The Triniti excitation cross sections that showed a small number of data points were replaced with cross sections that 
show a broader range of availability, and the number of reactions was extended (see next section). In addition, the 
effective cross section was replaced by an elastic cross section, that was adjusted (within the error bars) to give swarm 
parameters close to the experimental ones.  
 
(c) The final cross section set 
 
The new cross section set obtained by the above-described procedure is mostly based on the cross sections found in 
the LXCat database24 and the vibrational cross sections of Seng and Lindler 46. It consists of 13 processes that are the 
most important for our 0D model: (i) one elastic 29, (ii) three attachment 27,28, (iii) five ionization 28, and (iv) four 
excitation (including vibrational and rotational) cross sections 27,46. These cross sections are plotted as a function of 
electron energy in figure 2. The swarm parameters calculated with this new set are in sufficient agreement with the 
measured data, for the purpose of this work (see figure 1). 

 
Figure 2. H2O cross section set created in this work. 
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2.2. THE 0D MODEL 

(a) Model description 

The calculations were performed by the Fortran 90-model, ZDPlasKin (Zero-Dimensional Plasma Kinetics solver).22 
This is a zero-dimensional model and, as a result, the plasma is assumed to be homogeneous. The changes in 
concentration will only be a function of time. Therefore, only the mass conservation equation for every species, the 
Boltzmann equation and the gas thermal balance is solved. Thus, ZDPlasKin follows the time evolution of species 
densities and gas temperature. The mass conservation equation for every species is written as follows:  

 

 ∑ 𝑄  ∑ 𝑅 𝑎 𝑎  ,     (1) 

𝑅 𝑘 ∏ 𝑛  ,     (2) 
 

where ns is the density of the species s, Qsj is the source term for reaction j of the species s, 𝑎  and 𝑎  represent the 
stoichiometric coefficients on the right and left side, respectively, of species s for reaction j. Rj is the reaction rate and 
kj the reaction rate coefficient.  

As the chemical reactions produce or consume energy, and energy is transferred from the electrons to the gas, the 
model also self-consistently calculates the gas temperature as a function of time:6  

 

𝑁 𝑃 ∑ ∆𝐻 ∗ 𝑅 𝑃  ,    (3) 

 
where N is the total gas density, and γ is the specific gas heat ratio. Pel is the power transferred from the electrons to 
the heavy particles as a consequence of elastic collisions and ∆Hj the enthalpy released or consumed during reaction 
j. In addition, cooling due to heat conduction is accounted for by assuming a parabolic radial profile, that can be 
calculated as 6 

 

𝑃 𝑇 𝑇 ,    (4) 

λ  0.071𝑇   2.33 ∗  10 ,    (5) 
 

where λ (W cm-1 K-1) is the thermal gas conductivity of CO2 and R the tube radius (taken as 0.7 cm in this work).6  
 

The model follows a volume moving through a cylindrical tube in a microwave (MW) discharge, consisting of a 
plasma region as well as an afterglow. As a result of the 0D model, all variables are taken as uniform in the radial 
direction, and diffusion and heat conduction are neglected along the reactor axis. However, by using the gas flow 
velocity, the time-dependence of the 0D model can be converted into an axial spatial dependence, thus creating a 
pseudo-1D model. This allows for describing the variations of species densities and gas temperature along the reactor 
axis (z). 19 Using the conservation of mass flow rate, the velocity v of a volume in the tube can be calculated: 

 

𝑣  
∗ ∑ ∗ 

 ,    (6) 

 
where Qm is the mass flow rate, ρ is the mass density (calculated for each species from the number density n and the 
mass M), and A is the cross section area. To describe a MW plasma, with power input through a waveguide, a 
triangular power density profile is incorporated, described by: 19 

 

𝑄 𝑧  1 ∗ 𝑃  𝑖𝑓 𝑧 𝑧 𝑧 𝐿    (7) 

𝑃  𝐴 𝑄 𝑧 𝑑𝑧 𝑄     (8) 

 
In any other case, the axial coordinate is outside the plasma, and thus QMW is zero. In the formula, zp is the beginning 
of the plasma, and L the length of the plasma (figure 3). Using QMW, the total deposited power PMW can be calculated, 
where Qmax is the maximum power deposition density. If divided by two, the latter also gives the mean power 
deposition density.  
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The calculations are performed for an initial temperature of 300 K, a pressure of 300 mbar and a maximum power 
deposition density 100 W/cm3. The temperature rises during the calculation, as indicated above. It reaches a maximum 
(in case of pure CO2) up to 3000 K, as shown in the results section. The specific energy input (SEI) is an input in the 
model as well, using a value of 2 eV/molecule, and can be used to calculate the power and plasma length: 

 

𝑆𝐸𝐼  
  ∗

   
,    (9) 

 
where Φ represents the gas flow rate in sccm (in the model we take a constant value of 5000 sccm), Tref and pref are 
the reference temperature (273.15 K) and pressure (105 Pa). The rest are conversion factors, in which e represents the 
elementary charge used as a conversion factor from J to eV, 10-6 is the conversion factor from cubic centimetre to 
cubic metre, and 60 from minutes to seconds. 

  
The 0D ZDPlasKin model is supported by the use of a Boltzmann solver, Bolsig+, for calculating the Boltzmann 
equation for electrons in weakly ionised gases in uniform electric fields. It uses a two-term approximation to obtain 
the electron energy distribution function (EEDF) from the provided cross sections.  

Note that ZdPlasKin uses Bolsig+ that does not solve the Boltzmann equation time-dependently, but assumes a steady-
state solution. In other words, the Electron Energy Distribution Function (EEDF) is assumed to be determined by the 
instantaneous value of the reduced electric field. The Boltzmann solver is called when significant changes occur in 
the plasma. The significance of changes is dependent on the relative tolerance, which in these calculations is 10-5. 
Therefore a total change smaller than this tolerance will not be seen as significant, which allows the code to work 
more efficiently. This approach is considered sufficient in most of the simulation, apart from the regions of a sudden 
change of E/N, e.g. when the plasma is turned on and off. Furthermore, the time step in the simulations is taken smaller 
during the plasma-on time. Due to the changes that occur, the Boltzmann solver is then called every time-step in the 
plasma, being every 10-10 s. Based on previous experience, this was found to be sufficient to take into account the 
evolution of the plasma composition. 

 

Figure 3 Schematic overview of the reactor geometry and the deposited power, considered in the model. L represents the plasma 
length. The meaning of A, B, C, D is used in the results section. 
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(b) Chemistry set 

As a basis for the creation of the CO2/H2O set, we used the pure CO2 set of Vermeiren and Bogaerts.47 In this model, 
all vibrational asymmetric mode levels up to the dissociation energy of CO2  (5.5 eV) are included, corresponding to 
all (0 0 v) levels up to (0 0 21), represented by V1-V21.6,7,19,47 This is to account for the fact that the asymmetric mode 
plays an essential role in de CO2 dissociation, as a result of the vibrational-vibrational (VV) exchanges between 
molecules, the so-called ladder climbing.1 The VV exchanges lead to higher populations of higher vibrational levels, 
whereas in vibrational-translational (VT) exchanges, the energy of the vibrational modes is lost to translations, so the 
vibrational levels get more easily depopulated. For the other two modes (symmetric stretching and bending), only the 
lower-lying levels are included (represented here by Va-Vd).6,7,19,47 Given the Fermi resonance between some v1 and 
v2 modes, the four lowest-lying levels of the bending mode are included, and so by implication also the resonant 
symmetric stretching mode levels. For CO and O2, we take into account ten and four vibrational levels, respectively. 
Note that superelastic collisions are included, as they do affect the EEDF.5,48 

Note that our model focuses on the CO2 vibrational levels in the asymmetric mode, up to the dissociation limit, while 
it only accounts for four effective symmetric mode levels.7 This is different from the model of Silva et al., which 
includes many more symmetric mode levels and a detailed description of the bottom of the vibrational ladder, but does 
not account for the asymmetric mode levels up to the dissociation limit.49 Here, we chose the approach of all 
asymmetric mode levels, to show the effect of H2O addition on the entire VDF of the asymmetric mode. Future work 
will focus on the comparison and combination of both models, to account for a comprehensive description of both 
asymmetric and symmetric/bending vibrational mode levels. 

The H2O-related reactions added to this model, include (i) electron impact reactions with H2O (cf. the cross section 
set in section 2.1), (ii) VT-reactions associated with the quenching of vibrationally excited CO2 levels by H2O, and 
(iii) the chemistry associated with CO2 and H2O. Because of the high vibrational self-relaxation rates in H2O (orders 
of magnitude faster than relaxation by collisions with other molecules)50 and the lack of available data, no VV 
reactions of H2O(-CO2) were considered. As a consequence, no internal structure of H2O was included. The species 
included in the model are listed in table 1, with the ones in italic representing the new species added to the previous 
CO2 model. 

As this paper focusses on the addition of H2O on the VDF of CO2, the chemistry set in our model does not include all 
possible species or reactions, e.g., it excludes water clusters, H+ and H3

+, as well as electron impact reactions and ion 
kinetics and V-T kinetics of species with lower densities, such as OH, H2 and hydrocarbons. The main reason is indeed 
the low concentrations of these species, e.g., the H2 density is 100 times lower than the H2O density, and the densities 
of hydrocarbons are 1010 to 1012 times lower, as these species originate from the already low concentrations of H2O. 
To accommodate for the lack of V-T rate coefficients of CO2(v) with these neutral species, we used a general V-T rate 
coefficient for the various neutral species. 
 
Note that our model does not include wall reactions, such as recombination to form other species. This will affect our 
plasma species densities to some extent, so the absolute values have to be considered with caution. On the other hand, 
the simulations are rather generic, and not specific for a certain plasma set-up. It should be realised that surface 
recombination is generally quite material-dependent and temperature-dependent, which would narrow the 
applicability of our results. Note that our results should apply to a rather large plasma tube, or when the plasma is 
concentrated in the centre and does not reach the walls 
 

Table 1: Species included in the model for the CO2/H2O MW plasma 

Neutral ground state species 

CO2, CO, O2, O, C 

H2O, O3, OH, H, H2, CH2, HO2, H2O2, CH, CH3, CH2OH, CH2O, CH3OH, CH3O, HCO 

Charged species 

CO2
+, CO+, CO4

+, O-, O2
-, CO3

-, CO4
-, e-

H2O+, OH-, OH+, H2
+, H3O+, O+, O2

+, O3
- 
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Excited Species 

O2[V1-V4], CO[V1-V10], CO2[V1-V21], CO2[Va-Vd], CO2[E1], O2[E1-5], CO[E1-6] 

 
The VT CO2/H2O reaction rate coefficients are calculated with the following expression:51  

𝑘  exp 𝐴 𝐵𝑇 𝐶𝑇 ,    (10) 

where A, B, and C are fitting constants, and NA is Avogadro’s number, used in order to express the rate coefficients 
in units of cm3s-1. The VT-reactions and rate coefficients for the (lower) symmetric and asymmetric levels (the higher 
levels of the latter will be scaled, see below) were obtained from Blauer51 and are listed in Appendix 1 (A1). In general, 
the reactions for the vibrational levels of the asymmetric stretch mode can be summarised as: 

1. CO2(000v) + H2O → CO2(011(v-1)) + H2O (k1)  
2. CO2(000v) + H2O → CO2(100(v-1)) + H2O (k2) 
3. CO2(000v) + H2O → CO2(111(v-1)) + H2O (k3) 

 
Since the resulting levels, produced by these reactions 1, 2 and 3, are assumed to be depopulated quickly through 
further VT-relaxation, we can simply assume them to be in thermal equilibrium with the asymmetric levels, and thus 
we can simply write the following reaction for v > 1:7 
 

CO2(000v) + H2O → CO2(000(v-1)) + H2O    (11) 
 
The resulting rate coefficient is then given by ktotal = k1 + k2 + k3.  
 
Note that all the presented rate coefficients correspond to forward processes. For the reverse reaction rate coefficients 
k’, we use detailed balance, according to: 
 

𝑘 𝑘 ∗ 𝑒𝑥𝑝
∆

 ,    (12) 

where ∆H is the enthalpy released/absorbed during the reaction, kb the Boltzmann constant and T the temperature.  

 
For the scaling of the rate coefficients listed in Appendix (A1) towards the higher levels, the method of Schwartz, 
Slawsky, and Herzfeld, i.e., the SSH theory, was used.7,52 The SSH theory is part of the first-order perturbation theories 
(FOPT) and can provide relatively simple expressions for the state-specific relaxation rate coefficients. The 
assumption made here is that strong, short-range, repulsive forces are effective in producing vibrational transitions. 
However, one needs to be cautious when using the SSH theory for high temperatures or quantum levels, because it is 
known to overestimate the vibrational transition probabilities in those cases.49 As we apply it to temperatures up to 
3000 K (see below), the values might indeed be unrealistically high. Nevertheless, in order to better compare the 
influence of H2O on the CO2 vibrational kinetics with existing calculations,5,6 we decided here to keep the same 
formulation as in previous works and we implement the SSH theory as well for the new CO2-H2O reactions. 
Alternatives approaches could be to try to adapt the Forced Harmonic Oscillator Theory (FHO Therory)53 to the case 
of CO2 or to impose an upper bound to the V-T and V-V rate coefficients, as it is done in Silva et al.54 
 
The same scaling strategy for CO2-H2O VT-reactions was used as applied by Kozák and Bogaerts for the pure CO2 
model:7  
 

𝑘 , 𝑘 , 𝑍  ,    (13) 

 
where n is the vibrational level of the molecule, in this case, the asymmetric vibrational level of CO2, noted as (0 0 v) 
= (0 0 n), 𝑘 ,  is the rate constant for VT-relaxation from (0 0 n) to (0 0 (n-1)), and therefore 𝑘 ,  represents the 
basic rate constant for (0 0 1) to (0 0 0), and Zn is the scaling factor (see details in previous work).6 Note that this 
formula is applied to the 21 asymmetric mode vibrational levels included in this model, since for the symmetric and 
bending mode only the lower levels were included, and no scaling was needed.   
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Furthermore, the function F(n) in equation (13) is given by: 
 

𝐹 𝛾 3 𝑒𝑥𝑝 𝛾 𝑒𝑥𝑝 𝛾  ,    (14) 

 

𝛾
. ∆

,     (15) 

 
where the parameter γn is a measure of the adiabaticity (the amount of energy transferred). To calculate this parameter, 
the reduced mass μ = 𝑚 𝑚

𝑚 𝑚  of the colliding species, and the value of the parameter for the exponential 

repulsive potential between the colliding species α, are needed. α can be calculated through: 
 

𝛼
.

,     (16) 

 
where r0 is the distance at which the Lennard-Jones potential is zero. In the case of CO2-H2O VT-collisions, r0 is 3.60 
Ǻ.55  
 

In figure 4, we compare the rate coefficients of the CO2-H2O VT-relaxation collisions (i.e., the above mentioned ktotal) 
with those of the corresponding CO2-CO2 VT-relaxation, for all vibrational levels of the asymmetric mode. It can be 
seen that at 300 K the CO2-H2O VT-relaxation has overall higher reaction rate coefficients, even by several orders of 
magnitude. This indicates that the H2O molecules will be more effective than the CO2 molecules in quenching the CO2 
asymmetric vibrational-mode levels. However, this behaviour is only valid up to a gas temperature of around 1700 K. 
Indeed, for higher gas temperature, the CO2-CO2 VT-relaxation has higher rate coefficients than the CO2-H2O VT-
relaxation. Therefore, we expect that the addition of H2O will result in a lower population of the CO2 vibrational levels 
through VT-relaxation for gas temperatures below 1700 K, while at higher temperatures, the addition of H2O might 
have a positive effect on the CO2 vibrational levels. The impact of this process on the CO2 vibrational distribution 
function (VDF) is investigated below.  

Besides the H2O cross section set, described in section 2.1, and the CO2-H2O VT-reactions, also some other CO2-H2O 
chemical reactions were added in the model. This chemistry can be found in Appendix 3 (A3).  

Note that the present MW results were not compared with experiments, so the results must be considered with caution,  
and essentially as describing general qualitative trends. However, although the model has not been validated for the 
conditions under study, the CO2 set used in this work was used in previous publications, where comparisons with 
experimental results in gliding arc plasma8,13,56–58, and in dielectric barrier discharges (DBD)59,60 were performed, 
while CO2/H2O chemistry was used and extensively compared with experiments in DBD plasmas.14,61 
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Figure 4 Scaled rate coefficients of the quenching of the CO2 asymmetric vibrational mode levels by CO2 and H2O (squares/solid 
lines and diamonds/dashed lines, respectively). The H2O rate coefficients are higher (up to several orders of magnitude) than the 
ones for CO2 at temperatures up to 1700 K, while for higher temperatures, H2O shows a lower quenching effect than CO2. 

 

3. RESULTS AND DISCUSSION 

As mentioned before, the purpose of this paper is to obtain an understanding of how H2O influences the CO2 
asymmetric mode vibrational levels, because of their important role in CO2 dissociation. Therefore, we plot in figure 
5 the normalised vibrational distribution functions (VDFs) of the asymmetric mode vibrational levels, for pure CO2 
and with the addition 10% H2O, at four different positions in the plasma (see figure 3; the plasma runs from 10.4 cm 
to 19.6 cm). The corresponding results for 20% H2O can be found in the Appendix (A4.1). We want to study the 
separate influence of the electron impact reactions of H2O (affecting the EEDF, and thus the rates of electron-impact 
vibrational excitation), and of the CO2-H2O VT-reactions. For this purpose, the electron impact reactions of H2O were 
added separately to the model, as well as the VT-reactions. In the end, the VDF was calculated with the full set, 
including both electron impact and VT-reactions.  

Three observations can be made when looking at figure 5. First, the addition of H2O leads to a longer time needed for 
thermalisation. Indeed, while in the pure CO2 case, the VDF is thermalised already at 16.21 cm (figure 5C), upon H2O 
addition, the VDF is not even fully thermalised at the end of the plasma (figure 5D), exhibiting deviations from the 
Boltzmann distribution. However, when only the VT-reactions of H2O are added, the thermalisation follows the same 
trend as for pure CO2. This hints toward the role of the gas temperature, as it reaches higher values in these two cases 
(see figure 6(B) below). As can be seen in figure 4, with increasing temperature, the VT-rate coefficients increase, 
leading to faster thermalisation of the VDFs. 
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The second observation is that the addition of only the H2O electron impact reactions already leads to a smaller 
population of the lower vibrational levels of CO2, while for the higher vibrational levels (v > 16), the differences are 
less apparent. The reasons for this are discussed below.  

Most importantly, the modifications in the VDF seem most prominent upon addition of the electron impact reactions 
with H2O, while the effect of the VT-relaxations looks minor. This is somewhat unexpected since it is typically 
emphasised that H2O has a significant quenching character through the VT-relaxation.1  

To explain the influence of the electron impact reactions with H2O on the VDF, we need to look at the gas and electron 
temperatures and the electron density in the plasma.  

As can be deduced from figure 6(A), the addition of H2O leads to a higher electron temperature. This is explained by 
the electron density being almost a factor three lower upon addition of H2O (figure 6(B)). The lower electron density 
is a consequence of the strong electron attachment with H2O. Based on the reaction rates calculated in our model, the 
ratio of electron attachment to electron ionisation is indeed almost 40% higher for the combined CO2-H2O system 
than for pure CO2. Furthermore, the reduction of the attachment rate of H2O to 10% of the original value leads to a 
doubling of the electron density compared to the initial electron density of the CO2/10% H2O mixture (Appendix A4 
figure 4.3 confirming the crucial role of dissociative electron attachment to H2O in the overall kinetics).  

On the other hand, the addition of H2O leads to a lower gas temperature (figure 6(C)). H2O is known to have a high 
specific heat capacity (i.e., 2.842 kJ/(kg K) vs 1.371 kJ/ (kg K) for CO2 at 2000 K)62 and will, therefore, need to take 
up more energy before heating up. The drop in gas temperature will not only cause the reaction rates, in general, to be 
lower, as they are a function of the gas temperature but in addition, it causes that the reaction rates of VT-CO2-H2O 
relaxation will be slightly higher than for pure CO2 (see figure 4). Therefore, the change in gas temperature may 
provide an explanation for the difference in VDF. To verify this effect, the gas temperature profile of pure CO2 was 
implemented in the CO2-H2O runs. The result can be found in Appendix A4 In general, it can be said that the gas 
temperature influences thermalisation. However, due to the higher gas temperature, the thermalisation will occur faster 
in pure CO2 as well; and therefore, the change of gas temperature alone is not able to explain the changes in the VDF; 
even more, in general, the effect is quite minimal (see figure A4.4 in Appendix A4).   

If looked at it differently, quenching of vibrational levels is often related to the V-T reactions. Therefore, we reduced 
those to half; however, the reduction did not lead to any significant changes.  
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Figure 5 Calculated VDFs in pure CO2, and upon 10% H2O addition, at four different positions in the plasma tube (see figure 3), 
when only the VT‐reactions with H2O are included (dotted lines), when only electron impact reactions with H2O are added (dashed 
lines), and when both processes are included (full lines).  
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As the gas temperature (and VT-relaxation) does not 
seem to play a big role at the conditions under study, 
we have to look in more detail how the changes in 
electron temperature and electron density will affect 
the CO2 VDFs.  

The higher electron temperature (figure 6(A)) will 
cause more electron impact excitation to the higher 
asymmetric-mode vibrational levels, but less 
excitation to the lower vibrational levels. This is 
indeed illustrated in the Appendix (A4; figure A4.5), 
showing a drop in electron impact vibrational 
excitation rate for the asymmetric mode levels up to 
v=16, but a slight rise for levels v  17. The latter is 
also confirmed from figure 7, showing the distribution 
of electron energy towards different vibrational levels 
of the asymmetric stretch mode of CO2, as a function 
of the mean electron energy. It is indeed clear that at 
higher electron energy/temperature, the higher 
vibrational levels are gradually more populated.  

This shift in electron impact excitation from lower to 
higher vibrational levels, due to the higher electron 
temperature, can explain why H2O addition goes in 
line with a smaller population of the lower CO2 
vibrational levels upon H2O addition but has only a 
small influence on the population of the higher 
vibrational levels. However, this effect is rather small 
and, like the influence of the gas temperature, cannot 
justify the observed effect in the VDFs.  

The decrease in electron density (figure 6(B)) will 
cause a reduction in electron impact excitation by 
reducing the input of energy into the excited 
vibrational states. To evaluate this effect, we 
decreased in the model the rates of all e-V processes 
to half their original values in pure CO2, which causes 
a decrease in the VDF similar to the effect H2O has on 
the VDFs, as can be seen in figure 8. Therefore, this 
gives a strong indication of the importance of the 
electron impact reactions and the effect of H2O on the 
electron density, and thereby affecting the electron 
impact reactions.  

Thus, the present results highlight the importance of 
the electrons and the electron kinetics in CO2-H2O 
mixtures. 

Figure 6 Calculated overall average electron temperature (A), electron density (B), and gas temperature (C)  for pure CO2 and upon 
addition of 10 and 20% H2O. For 10% H2O, the results are also plotted when only the VT‐reactions and only the electron impact 
reactions with H2O are added, to illustrate their separate effect. Adding H2O leads to a higher electron temperature, lower electron 
density,  and  lower  gas  temperature.  The  VT‐relaxation  slightly  reduces  the  effect,  but  only  to  a  minor  extent,  showing  the 
dominant effect of the electron impact reactions with H2O. 
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Figure 7 Fraction of electron energy transferred to different vibrational levels of the asymmetric stretch mode, as a function of 
the mean electron energy, showing the shift towards higher levels upon higher mean electron energy. 

 

 

Figure 8 Calculated VDFs in pure CO2 (with the original rates, as well as the electron impact excitation rates reduced to half) and 
upon 10% H2O addition (as in Figure 5). By decreasing the electron impact excitation rates to half the original values, the VDF 
becomes similar to the effect of H2O addition, indicating that the reduced electron density upon H2O addition is the dominant 

factor for explaining the influence of H2O addition. 
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Finally, we performed calculations for a broader range of conditions, to evaluate how these parameters affect the 
VDFs. In general, our calculations reveal that the presence of H2O is the determining factor, within the parameter 
range investigated. When increasing the H2O concentration, the changes in the VDF, as well as in the electron density 
(lower), temperature (higher) and the gas temperature (lower), become more apparent, as illustrated in the Appendix 
(Figure A.4.1 and Figure A.4.6) and Figure 6 above. The reduction of H2O concentration has the opposite effect. The 
power density shows only a minimal change, within the range investigated. Note that in this study we use the SEI as 
an input, as well as the power density, based on which the plasma length is determined. An increase in SEI leads to 
extra energy in the system, which leads to a higher electron and gas temperature as well as higher electron densities. 
This will result in more electron impact reactions, which are more important for the lower levels and therefore we 
observe a minor increase in the densities of the lower-lying levels, while a lower SEI will have the opposite effect.   

CONCLUSION 

We performed a chemical kinetics modelling study to obtain insight into the vibrational kinetics of a CO2/H2O mixture. 
More specifically, we studied the effect of adding H2O to a CO2 MW plasma on the VDF of the CO2 asymmetric mode 
levels. As a first important step, we created a cross section set for H2O electron impact reactions, using a swarm-based 
method and an extensive literature study. This resulted in a new cross section set containing 13 reactions, i.e., elastic 
momentum transfer, three attachment, five ionisation, and four excitation cross sections. Subsequently, we developed 
a 0D chemical kinetics model for a CO2-H2O mixture, including this new cross section set, as well as CO2-H2O VT-
relaxation and other relevant CO2-H2O chemistry. We used this model to calculate the VDF of the CO2 asymmetric 
mode vibrational levels, for pure CO2, 10% and 20% of H2O addition.  

The results showed an overall decrease in densities of the vibrational levels, mainly for the lower levels, corresponding 
to a lower “effective vibrational temperature”. The dominant effect was shown to be the significant decrease of the 
electron density upon addition of H2O, as a result of the strong dissociative attachment with H2O molecules. This 
lower electron density translates into a smaller input of energy into the vibrational manifold, as the e-V rate coefficients 
are not very sensitive to the “electron temperature” in the relevant range for this study and, accordingly, the lower 
electron density results in a smaller degree of vibrational excitation. The colder gas temperature with H2O and the 
higher electron temperature also contribute to the effect, although in a smaller extent, by modifying the V-T rate 
coefficients and facilitating the direct excitation of the higher vibrational levels, respectively.  

The present results demonstrate the importance of the electron kinetics in this system. Thus, the overall message here 
is that, at the conditions under study, the H2O-CO2 VT-reactions will not play a significant role in quenching of the 
CO2 vibrational levels, in contrast to what is commonly assumed,1 therefore, opening a new possibility for further 
research into this system.  
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Appendix 
__________________________________________________________ 
 

A1. Vibrational-translational (VT) reactions between CO2 vibrational levels and H2O 

ground-state molecules, adopted from Blauer.51 

The VT reactions between CO2 vibrational levels and H2O ground-state molecules are listed in Tables A1 and A2. 
Table A1 presents the rate coefficients calculated at 1500 K, while Table A2 lists the coefficients (A, B, C) needed 
to calculate the rate coefficients at any other temperature, using equation (10) in the paper. 

Table A1: Reactions and corresponding rate coefficients (at 1500 K) for the VT CO2-H2O reactions of the lower 
vibrational levels (including symmetric and asymmetric modes), adopted from Blauer.51 For the higher asymmetric 
mode levels, we use the SSH scaling, as explained in the text. No scaling is needed for the higher symmetric mode 
levels, as they are not included in our model. 

Reaction k (cm3s-1mol-1) (1500 K)

CO2 (0110) + H2O → CO2 (0000) + H2O 3.8x1012

CO2 (0200, 1000) + H2O → CO2 (0110) + H2O 5.0x1011 

CO2 (0200, 1000) + H2O → CO2 (0000) + H2O 6.2x1010 

CO2 (0310, 1110) + H2O → CO2 (0200, 1000) + H2O 1.5x1013 

CO2 (0310, 1110) + H2O → CO2 (0110) + H2O 3.5x1011 

CO2 (0001) + H2O → CO2 (0200, 1000) + H2O 1.3x1012 

CO2 (0001) + H2O → CO2 (0310, 1110) + H2O  1.5x1011 

CO2 (0001) + H2O → CO2 (0110) + H2O 1.3x1011 

CO2 (0400, 1200, 2000) + H2O → CO2 (0001) + H2O 8.7x109 

CO2 (0400, 1200, 2000) + H2O → CO2 (0310, 1110) + H2O 2.3x1013 

CO2 (0400, 1200, 2000) + H2O → CO2 (0200, 1000) + H2O 3.7x1011 

 

Table A2: Constants used to calculate the rate coefficients for the VT CO2-H2O reactions of the lower vibrational 
levels (including symmetric and asymmetric modes), at any temperature in the range of 300  - 3000 K (see equation 
(10) in the paper, adopted from Blauer.51  

Reaction A B C 

CO2(0110) + H2O → CO2(0000) + H2O 31.0 -44.4 242 

CO2(0200, 1000) + H2O → CO2(0110) + H2O 29.0 -44.4 242 

CO2(0200, 1000) + H2O → CO2(0000) + H2O 26.8 -44.0 242 

CO2(0310, 1110) + H2O → CO2(0200, 1000) + H2O 32.4 -44.4 242 
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CO2(0310, 1110) + H2O → CO2(0110) + H2O 43.0 -234 525 

CO2(0001) + H2O → CO2(0200, 1000) + H2O 27.9 18.5 -211 

CO2(0001) + H2O → CO2(0310, 1110) + H2O 19.3 108 -397 

CO2(0001) + H2O → CO2(0110) + H2O 30.7 -54.7 -36 

CO2(0400, 1200, 2000) + H2O → CO2(0001) + H2O 29.1 -85.3 159 

CO2(0400, 1200, 2000) + H2O → CO2(0310, 1110) + H2O 32.8 -44.4 242 

CO2(0400, 1200, 2000) + H2O → CO2(0200, 1000) + H2O 42.2 -215 430 

 

For the asymmetric mode levels, the following general reaction is used, for which the rate coefficients can be 
calculated for the higher levels at any gas temperature:  

Reaction  k (cm3s-1) 
CO2(000v) + H2O → CO2(000(v-1)) + H2O exp((28.08)+(8.97) x Tgas(-1/3)+(-109.57) x Tgas(-2/3))x1.66113x10-24 

 

A2. CO2 Cross Section set as adapted from Vermeiren et al.47 

Table A3: Cross Section set adapted from Vermeiren et al.47 

Reaction 

e + CO2 → 2e + CO2
+ 

e + CO2 → 2e + O + CO+  

e + CO2 → O- + CO  

e + CO2 → e + O + CO  

e + CO2 → e + CO2[e1]  

e + CO2 ↔ e + CO[vi] i=a,b,c,d 

e + CO2[vi] ↔ e + CO2[vj] i,j=0-21 

e + CO → 2e + CO+ 

e + CO → C + O-  

e + CO → e + C + O 

e + CO → e + CO[ex] x=1-4 

e + CO → e + CO[vi] i=1-10 

e + O2 → e + O + O  

e + O2 + M → e + O- 2 + M 

e + O2 → O + Os 

e + O2 ↔ e + O2[vi] i=1,2,3 

e + O2 ↔ e + O2[ex] 
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Note that the CO2 vibrational, electronic and dissociative attachment cross sections are adapted from Grofulovic et 
al.20 The other CO2 cross sections are adapted from the Phelps LxCat database.31 Therefore, we have tested the swarm 
parameters with values from the UNAM LxCat database.63          

For the vibrationally and electronically excited species, the superelastic collisions are added, indicated by the double 
arrow in Table A3. The significance of the superelastic collisions is demonstrated in Figure A2.2 for different reduced 
electric fields. 

 

 

 

 

 

 

 

 

Figure  A2.1  Swarm  parameter  test  for  the 
CO2  cross  section  set  adapted  from 
Vermeiren et al.47.  
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Figure A2.2 EEDF for different reduced electric fields calculated by Bolsig+.21 As can be seen in A and B, for lower electric fields, 

the superelastic collisions will cause significant difference, while for higher fields as in C and D, superelastic collisions play a less 

important role. 

 

A3. Reactions for the Chemistry in the CO2/H2O plasma 

Table A4: Reactions from Vermeiren et al.47 

Reaction k (cm3s-1)

CO2va + M → CO2 + M 7.14 x 10-15 exp(-177 Tgas
-1/3 + 451Tgas

-2/3) 

CO2v1 + M → CO2va + M 4.25 x 10-7 exp(-407 Tgas
-1/3 + 824Tgas

-2/3) 

CO2v1 + M → CO2vb + M 8.57 x 10-7 exp(-404 Tgas
-1/3 + 1096Tgas

-2/3) 

CO2v1 + M → CO2vc + M 1.43 x 10-7 exp(-252 Tgas
-1/3 + 685Tgas

-2/3) 

COv1 + M → CO + M 1.0 x 10-18 Tgas exp(-150.7 Tgas
-1/3) 

O2v1 + M → O2 + M 1.3 x 10-14 Tgas exp(-158.7 Tgas
-1/3) 

CO2v1 + CO2 → CO2va + CO2vb 1.06 x 10-11 exp(-242 Tgas
-1/3 + 633Tgas

-2/3) 

CO2v1 + CO2 → CO2 + CO2v1 1.32 x 10-16 (Tgas/300)0.5( 200/ Tgas) 

COv1 + CO → CO + COv1 3.4 x 10-16 (Tgas/300)0.5(1.64 x 10-6Tgas(1.61/ Tgas)) 

CO2v1 + CO → CO2 + COv1 4.8 x 10-12 exp(-153Tgas
-1/3) 
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CO2 + M → CO + O + M 6.06 x 10-16 exp(-52525/Tgas) 

CO2 + O → CO + O2 2.8 x 10-17 exp(-16400/Tgas) 

CO2 + C → 2CO < 10-21 

CO + O + M → CO2 + M 8.3 x 10-46 exp(-1510/Tgas)** 

O2 + CO → CO2 + O 4.2 x 10-18 exp(-24000/Tgas) 

O2 + C → CO + O 1.99 x 10-16 exp(-2010/Tgas) 

O + C + M → CO + M 2.14 x 10-41 (Tgas/300)-3.08exp(-2144/ Tgas) 

O + O + M → O2 + M 5.2 x 10-47 exp(900/Tgas) 

O2 + M → O + O + M 3.0 x 10-12 (1/ Tgas )exp(-59380/Tgas) 

CO2 + CO+ → CO2
+ + CO 1.0 x 10-15 

CO2 + O- + CO2 → CO3
- + CO2 1.5 x 10-40 

CO2 + O- + CO → CO3
- + CO 1.5 x 10-40 

CO2 + O- + O2 → CO3
- + O2 3.1 x 10-40 

CO2 + O-
2 + M → CO4

- + M 4.7 x 10-41 

CO + O- → CO2 + e 5.5 x 10-16 

CO + CO3
-
 → 2CO2 + e 5 x 10-19 

CO3
- + CO2

+ → 2CO2vb + O 5 x 10-13 

CO4
- + CO2

+ → 2CO2vb + O2 5 x 10-13 

O2
- + CO2

+ → CO2v1 + O2 + O 6 x 10-13 

CO3
- + O → CO2 + O- 8 x 10-17 

CO4
- + O → CO3

- + O2 1.12 x 10-16 

CO4
- + O → CO2 + O2 + O- 1.4 x 10-17 

O + O- → O2 + e 2.3 x 10-16 

O + O2
- → O2 + O- 1.5 x 10-16 

O2
- + M → O2 + M + e 2.7 x 10-16 (Tgas/300)0.5exp(-5590/ Tgas) 

O- + M → O + M + e 2.3 x 10-15exp(-26000/ Tgas) 

e + CO2
+ →  COv1 + O 1.0 x 10-11 Te

-0.5 Tgas
-1

e + CO2
+ →  C + O2 1.0 x 10-11 Te

-0.5 Tgas
-1 

e + CO4
+ →  CO2 + O2 1.61 x 10-13 Te

-0.5  

e + CO+ →  C + O 3.46 x 10-14 Te
-0.48  

e + O + M →  O- + M 1 x 10-43 

 

** Multiply by 7, 3 or 12 for M= CO2, CO or O2 respectively. 
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Table A5: Neutral-Neutral Reactions from NIST database.62 

Reaction k (cm3s-1)

H2O + CH2 → CH3 + OH 1.6 x 10-16 

H2O + O → OH + OH 1.84 x 10-11 x (Tgas/298)0.95 x exp((-71.26x103)/(RTgas)) 

H2O + O → HO2 + H 4.48 x 10-12 x (Tgas/298)0.97x exp((-287x103)/(RTgas)) 

H2O + O → H2 + O2 4.48 x 10-12x (Tgas/298)0.97x exp((-287x103)/(RTgas)) 

H2O + H → H2 + OH 1.58 x 10-11x (Tgas/298)1.20 x exp((-79.90x103)/(RTgas)) 

H2O + O3 → H2O2 + O2 1.1 x 10-22 

H2O + O2 → HO2 + OH 7.72 x 10-12 x exp((-310x103)/(RTgas)) 

H2O + H2O → OH + H2O + H   1.8 x 10-8 x e(-446x103)/(RTgas) 

H2O + H + OH → H2O + H2O 1.19 x 10-30 x (Tgas/298)-2.10 

H2O + C → CH + OH 1.3 x 10-12 x exp((-165x103)/(RTgas)) 

H2O + OH + H → H2O + H2O    1.19 x 10-30 x (Tgas/298)-2.10 

H2O + CH → CH2OH 9.48 x 10-12 x exp((3.16x103)/(RTgas)) 

H2O + CH → CH2O + H 2.82 x 10-11 x (Tgas/298)-1.22 x exp((0.10x103)/(RTgas)) 

H2O + HO2 → OH + H2O2 4.65 x 10-11 x exp((-137x103)/(RTgas)) 

H2O + HCO → CH2O + OH 8.54 x 10-13 x (Tgas/298)1.35 x exp((-109x103)/(RTgas) 

H2O + CH2OH → CH3OH + OH 4.12 x 10-14 x (Tgas/298)3.00 x exp((-86.80x103)/(RTgas)) 

H2O + CH3O → CH3OH + OH 1.46 x 10-15 x (Tgas/298)3.80x exp((-48.06x103)/(RTgas)) 

H2O + CH2O → CH3 + HO2 4.09 x 10-15 x (Tgas/298)2.68 x exp((-429x103)/(RTgas)) 

CH3OH + H → CH3 + H2O                      3.32 x 10-10 x exp((-22.20x103)/(RTgas)) 

CH3OH + OH → CH2OH + H2O                  2.13 x 10-13 x (Tgas/298)-2.00 x exp((3.52x103)/(RTgas)) 

CH3OH + OH → CH2O + H + H2O               1.1 x 10-12 x (Tgas/298)1.44 x exp((-0.47x103)/(RTgas)) 

CH3OH + OH → CH3O + H2O                    1.66 x 10-11 x exp((3.52x103)/(RTgas)) 

CH2O + OH → HCO + H2O                      4.73 x 10-12 x (Tgas/298)**(1.18)* x exp((1871)/(R x Tgas)) 

O2 + CH2 → CO + H2O                        2.54 x 10-10 x (Tgas/298)-3.30 x exp((-11.97x103)/(RTgas)) 

H2O2 + H → OH + H2O                        4.00 x 10-11 x exp((-16.63x103)/(RTgas)) 

H2O2 + O3 → O2 + O2 + H2O                  4.00 x 10-20 

OH + H2O2 → HO2 + H2O                      2.90 x 10-12 x exp((-1.33x103)/(RTgas)) 

OH + OH → H2O + O                          5.15 x 10-14 x (Tgas/298)2.40 x exp((8.81x103)/(RTgas)) 

HO2 + H → H2O + O                          2.40 x 10-12 

HO2 + OH → H2O + O2                        4.80 x 10-11 x exp((2.08x103)/(RTgas)) 

H2 + O2 → H2O + O                          4.15 x 10-11 x (Tgas/298)0.51 x exp((-295x103)/(RTgas)) 

HCO + OH → CO + H2O                        1.69 x 10-10 
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CH2OH + OH → CH2O + H2O                    4.00 x 10-11 

CH3 + OH → H2O + CH2                       1.20 x 10-10 x exp((-11.64x103)/(RTgas)) 

CH3O + OH → CH2O + H2O                     3.01 x 10-11 

H2 + OH → H2O + H                          2.06 x 10-12 x (Tgas/298)1.52 x exp((-14.47x103)/(RTgas)) 

CO2 + CH2 → CH2O + CO                      3.9 x 10-14 

CO2 + H → CO + OH                          2.51 x 10-10 x exp((-111x103)/(RTgas)) 

O2 + CH2 → CO2 + H2                        2.99 x 10-11 x (Tgas/298)-3.30 x exp((-11.97x103)/(RTgas)) 

O2 + CH2 → CO2 + H + H                     3.74 x 10-11 x (Tgas/298)-3.30 x exp((-11.97x103)/(RTgas)) 

HCO + O → CO2 + H                          5.0 x 10-11 

HCO + O3 → CO2 + O2 + H                    8.3 x 10-13 

CO + O3 → CO2 + O2                         4.0 x 10-25 

CO + OH → CO2 + H                         5.4 x 10-14 x (Tgas/298)1.50 x exp((2.08x103)/(RTgas)) 

CH3O + CO → CO2 + CH3                      2.61 x 10-11 x exp((-49.39x103)/(RTgas)) 

HO2 + CO → CO2 + OH                        2.51 x 10-10 x exp((-98.94x103)/(RTgas)) 

CO + Hꞏ → HCO 5.29 x 10-34 x exp((-3.08x103)/(RTgas)) 

Oꞏ + ꞏCH2 → CO + Hꞏ + Hꞏ  1.33 x 10-10 

Oꞏ + ꞏCH2 → CO + H2  6.64 x 10-11 

ꞏCH + Oꞏ → CO + Hꞏ  6.59 x 10-11 

ꞏCH + O2 → CO + ꞏOH  8.3 x 10-11 

HCO + ꞏCH2 → CO + ꞏCH3  3.01 x 10-11  

HCO + O2 → CO + HO2 8.5 x 10-11 x exp((-7.07x103)/(RTgas)) 

HCO + M → CO + Hꞏ+ M 4.3 x 10-8 x (Tgas/298)-2.14 x exp((-85.64x103)/(RTgas))  

CH3 + HCO → CH4 + CO  2.01 x 10-10 

CH3Oꞏ + HCO → CH3OH + CO  1.5 x 10-10  

CH2O → CO + H2  3.49 x 10-9 x exp((-146x103)/(RTgas)) 

HCO + Hꞏ → CO + H2  1.5 x 10-10 

H2 + ꞏCH2 → ꞏCH3 + Hꞏ  5.0 x 10-15  

H2 + Oꞏ → ꞏOH + Hꞏ  3.44 x 10-13 x (Tgas/298)2.67 x exp((-26.27x103)/(RTgas)) 

H2 + O2 → ꞏOH + ꞏOH  4.17 x 10-12 x exp((-163x103)/(RTgas)) 

H2 + O2 → HO2 + Hꞏ  2.41 x 10-10 x exp((-237x103)/(RTgas)) 

H2 + ꞏCH → Hꞏ + ꞏCH2  1.48 x 10-11 x (Tgas/298)1.79 x exp((-6.98x103)/(RTgas)) 

H2 + ꞏCH → ꞏCH3  2.01 x 10-10 x (Tgas/298)0.15 
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H2 + HO2 → H2O2 + Hꞏ  5.0 x 10-11 x exp((-3.08x103)/(RTgas)) x exp((-109x103)/(RTgas)) 

H2 + HCO → CH2O + Hꞏ  2.66 x 10-13 x (Tgas/298)2.00 x exp((-74.58x103)/(RTgas)) 

H2 + CH3Oꞏ → CH3OH + Hꞏ  1.66 x 10-15 x  (Tgas/298)4.00 x exp((-20.54x103)/(RTgas)) 

H2 + M → Hꞏ + Hꞏ + M 3.7 x 10-10 x exp((-402x103)/(RTgas)) 

CH2O + H2 → CH3OH  2.29 x 10-11 x exp((-292x103)/(RTgas)) 

ꞏCH2 + M → H2 + C + M  2.66 x 10-10 x exp((-268x103)/(RTgas)) 

Hꞏ + ꞏCH2 → H2 + ꞏCH 1.0 x 10-11 x exp((7.48x103)/(RTgas)) 

Hꞏ + Hꞏ  + M → H2 + M  6.04 x 10-33 x (Tgas/298)-1.00 

OH + Hꞏ → H2 + Oꞏ  6.86 x 10-14 x(Tgas/298)2.80 x exp((-16.21x103)/(RTgas)) 

ꞏOH + ꞏOH → H2 + O2  3.32 x 10-12 x (Tgas/298)0.51 x exp((-211x103)/(RTgas)) 

 HO2 + Hꞏ → H2 + O2  1.1 x 10-10 x exp((-3.08x103)/(RTgas)) x exp((-8.90x103)/(RTgas 

ꞏCH3 + ꞏOH → CH2O + H2 2.59 x 10-13 x (Tgas/298)-0.53 x exp((-45.23x103)/(RTgas))  

CH3OH + Hꞏ → H2 + CH3Oꞏ  6.64 x 10-11 x exp((-3.08x103)/(RTgas)) x exp((-25.53x103)/(RTgas)) 

CH3OH + Hꞏ → H2 + CH2OH  2.42 x 10-12 x (Tgas/298)2.00 x exp((-18.87x103)/(RTgas))  

ꞏCH3 + ꞏOH → CH3OH  2.25 x 10-24 x (Tgas/298)-8.20 

ꞏCH3 + ꞏOH → CH3Oꞏ + Hꞏ  2.57 x 10-12 x (Tgas/298)-0.23 x exp((-58.28x103)/(RTgas))  

ꞏCH3 + ꞏOH → CH2OH + Hꞏ  1.54 x 10-9 x (Tgas/298)-1.80 x exp((-33.76x103)/(RTgas))  

ꞏOH + M → Hꞏ + Oꞏ + M  4.0 x 10-9 x exp((-416x103)/(RTgas))  

ꞏOH + ꞏOH → HO2 + Hꞏ 3.32 x 10-12 x (Tgas/298)0.51 x exp((-211x103)/(RTgas)) 

ꞏOH + ꞏOH → H2O2   6.04 x 10-31 x (Tgas/298)-3.00 

OH + H2O2 → HO2 + H2O  2.91 x 10-12 x exp((-1.33x103)/(RTgas))  

ꞏOH + Oꞏ → O2 + Hꞏ  4.33 x 10-11 x (Tgas/298)-0.50 x exp((-0.25x103)/(RTgas)) 

ꞏOH + ꞏCH2 → CH2O + Hꞏ 3.01 x 10-11 

O2 + Hꞏ → ꞏOH + Oꞏ  1.22 x 10-11 x (Tgas/298)0.96 x exp((-51.20x103)/(RTgas)) 

O3 + Hꞏ → ꞏOH + O2  1.4 x 10-10 x exp((-3.91x103)/(RTgas))  

Hꞏ + Oꞏ + M  → ꞏOH + M  4.36 x 10-32 x (Tgas/298)-1.00 

CH2O + Oꞏ → HCO + ꞏOH  1.78 x 10-11 x (Tgas/298)0.57 x exp((-11.56x103)/(RTgas)) 

CH3OH → ꞏCH3 + ꞏOH  1.9 x 1016 x exp((-384x103)/(RTgas)) 

CH3OH + Oꞏ → ꞏCH2OH + ꞏOH  1.63 x 10-11 x exp((-18.87x103)/(RTgas)) 

CH3Oꞏ + Oꞏ → CH2O + ꞏOH  1.0 x 10-11  

ꞏCH3 + HO2 → CH3Oꞏ + ꞏOH  3.01 x 10-11 
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ꞏCH3 + O2 → CH2O + ꞏOH  3.11 x 10-13 x exp((-41.18x103)/(RTgas)) 

ꞏCH2OH + Oꞏ → CH2O + ꞏOH  7.01 x 10-11  

HCO + Oꞏ → CO + ꞏOH 5.0 x 10-11 

HO2 + O3 → ꞏOH + O2 + O2  1.97 x 10-16 x (Tgas/298)4.57 x exp((5.76x103)/(RTgas)) 

HO2 + Oꞏ → ꞏOH + O2  2.7 x 10-11 x exp((1.86x103)/(RTgas)) 

CH + Oꞏ → ꞏOH + C  2.52 x 10-11x exp((-19.79x103)/(RTgas))  

H2O2 → ꞏOH + ꞏOH  2.01 x 10-7 x exp((-190x103)/(RTgas))  

CH2OH + Hꞏ → ꞏCH3 + ꞏOH  1.6 x 10-10  

CH3Oꞏ + HO2 → CH2O + H2O2  5.0 x 10-13 

CH2OH + HO2 → CH2O + H2O2  2.01 x 10-11 

HO2 + O3 → HO3 + O2  1.23 x 10-16 x (Tgas/298)5.37 x exp((7.36x103)/(RTgas)) 

HO2
 + M → O2 + Hꞏ+ M  2.41 x 10-8 x (Tgas/298)-1.18 x exp((-203x103)/(RTgas)) 

CH3OH + HO2 → ꞏCH2OH + H2O2  1.6 x 10-13 x exp((-52.63x103)/(RTgas))  

O3 + Hꞏ → HO2 + Oꞏ  7.51 x 10-13 

O2 + Hꞏ + M → HO2 + M  6.09 x 10-32 x (Tgas/298)-0.80 

H2O2 + O2 → HO2 + HO2  9.0 x 10-11 x exp((-166x103)/(RTgas)) 

H2O2 + Hꞏ → H2 + HO2 2.81 x 10-12 x exp((-15.71x103)/(RTgas)) 

M + O2 + Hꞏ → M + HO2  5.47 x 10-32 x (Tgas/298)-1.8 

O3 + M → O2 + Oꞏ + M 7.16 x 10-10 x exp((-93.12x103)/(RTgas)) 

O3 + Oꞏ → O2 + O2  8.0 x 10-12 x exp((-17.13x103)/(RTgas))  

M + O2 + Oꞏ → M + O3 5.7 x 10-34 x (Tgas/298)-2.60 

O2 + O2 → O3 + Oꞏ 1.11 x 10-11  

 

Table A6: Ion-Neutral and Ion-Ion Reactions from KIDA database64 

Reaction k (cm3s-1mol-1) 

H + O+ → O + H+ 7.00 x 10-10 

H+ + OH- → H + OH 7.51 x 10-8 x (Te/300)-0.5 

H+ + O → H + O+ 7.00 x 10-10 x exp(-2.32x102/Tgas) 

H + O- → OH + e- 5.00x10-10 

CO+ + H → CO + H+ 3.40x10-10 

CO2
+ + H → CO2 + H+ 1.00x10-10  

H + H- → H2 + e- 1.30x10-9 
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CO2
+ + O → CO + O2

+ 1.64x10-10 

CO2
+ + O2→CO2 + O2

+ 5.00x10-11 

CO2
+ + O→CO2 + O+ 9.62x10-11 

CO2
+ + H2O→CO2 + H2O+ 0.73 x 7.76x10-10 x (0.62 + 0.4767 x 5.41 x (300/Tgas)0.5 ) 

CO2
+ + e- → O + CO 4.20x10-7 x (Te/300)-0.75  

CH + O+→H + CO+ 0.5 x 1.27x10-9 x (0.62 + 0.4767 x 3.33 x (300/Te)0.5 ) 

C + O2
+→O + CO+ 5.20 x 10-11 

CO+ + O→CO + O+ 1.40 x 10-10 

CO+ + O2→CO + O2
+ 1.20 x 10-10 

H2O+ + O→H2 + O2
+ 4.00 x 10-11 

O+ + OH→H + O2
+ 0.5 x 8.45x10-10 x (0.62 + 0.4767 x 5.50 x (300/Te)0.5 ) 

CO2 + O+→CO + O2
+ 1.10 x 10-9 

H2 + O2
+→H + H + O2

+ 3.00 x 10-11 x (Tgas/300)0.5 x exp(-5.20x104/Tgas) 

H2O+ + O2→H2O + O2
+ 4.30 x 10-10 

O+ + O2→O + O2
+ 1.3 x 10-12 x (Tgas/300)1.2  

H+ + O2→H + O2 1.20 x 10-9 

O2 + OH+→OH + O2
+ 5.90 x 10-10 

H2 + O+→H + OH+ 1.60 x 10-9 

O2
+ + e-→ O + O 1.95 x 10-7 x (Te/300)-0.7  

H2 + O-→H + OH- 3.00 x 10-11 

H+ + O-→H + O 7.51 x 10-8 x (Te/300)-0..5 

C + O-→ CO + e- 5.00 x 10-10 

H2 + O-→H2O + e- 7.00 x 10-10 

H- + O+→H + O 2.30 x 10-7 x (Te/300)-0..5 

H2O + O+→O + H2O+ 9.54 x 10-10 x (0.62 + 0.4767 x 5.41 x (300/Te)0.5 ) 

O+ + OH→O + OH+ 0.5 x 8.45 x 10-10 x (0.62 + 0.4767 x 5.50 x (300/Te)0.5 ) 

H- + H2O→H2 + OH- 4.80 x 10-9 

H+ + H-→H + H 2.30 x 10-7 x (Te/300)-0.5  

C + H-→CH + e- 1.00 x 10-9 

H- + O→OH + e- 1.00 x 10-9 

CH + H-→CH2 + e- 1.00 x 10-10 

CO + H-→HCO + e- 2.00 x 10-11 

H- + OH→H2O + e- 1.00 x 10-10 

H + e- + M →H- + M 3.00 x 10-16 
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CH3 + OH- → CH3OH + e- 1.00 x 10-9 

H + H3O+ → H2 + H2O+ 6.10 x 10-10exp(-2.05x104/Tgas) 

H2
+ + H2O → H + H3O+   4.66 x 10-1 x 2.07 x 10-9 x (0.62+0.4767 x 5.41 x (300/Te)0.5) 

H-  + H3O+ → H + H2 + OH   2.30 x 10-7 x (Te/300)-0.5 

H-  + H3O+ → H2 + H2O     2.30 x 10-7 x (Te/300)-0.5 

H2O+ + OH → O + H3O+ 8.21 x 10-10 x (0.62 + 0.4767 x 5.5 x (300/Te)0.5) 

H2O + H2O+ → OH + H3O+ 9.26 x 10-10 x (0.62 + 0.4767 x 5.41 x (300/Te)0.5) 

H2O+ + HCO → CO + H3O+   3.33 x 10-1 x 1.12 x 10-9 x (0.62 + 0.4767 x 3.58 x (300/Te)0.5) 

H2O + OH+ → O + H3O+ 4.64 x 10-1 x 9.39 x 10-10 x (0.62 + 0.4767 x 5.41 x (300/Te)0.5) 

H3O+ + O- → H + O + H2O    3.76 x 10-8 x (Te/300)-0.5 

H3O+ + OH- → H + OH + H2O   3.76 x 10-8 x (Te/300)-0.5 
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A4. Additional information obtained from the model 

A4.1. Vibrational distribution functions for 20% H2O 

 

Figure A4.1 Calculated VDFs in pure CO2, and upon 10% and 20% H2O addition, at four different positions in the plasma tube (see 
figure 3 in the paper); it can be noted that the addition of more water leads to lower densities of CO2 vibrational levels. However, 
for the higher levels, this effect is minimal. 
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A4.2. Influence of the Ion-Ion and Ion-neutral reactions 

Interesting to mention is that the ion-ion and ion-neutral reactions added due to the water content change the densities 
of the secondary and tertiary species only by around 0.01% and have virtually no influence on the VDF. This is 
illustrated in figure A4.2 for the VDFs, which are plotted with and without ion-ion and ion-neutral reactions, showing 
that the VDFs virtually overlap. 

 

Figure A4.2 Calculated VDFs at different positions in the plasma, in pure CO2, and upon addition of 10% H2O, for different H2O 
reactions added, i.e., only VT and electron impact reactions, and also adding the neutral and ion chemistry. It can be noted that 
the addition of more neutral, ion‐neutral and ion‐ion chemistry has no significant influence on the VDF.  
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A4.3. Influence of attachment – Electron density graph 

 

Figure A4.3 Influence of the reduction of the electron attachment rate to H2O on the electron density; see last bar: By reducing the 
attachment rate to 10% of its default value, we observe a doubling of the electron density compared to the original case (CO2 with 
10% H2O addition: dark blue bar). The other colour bars are the same as in Figure 6(B) in the main paper.  

A4.4. Vibrational distribution functions for gas temperature influence 

 

Figure A4.4 Influence of gas temperature on the calculated VDFs – If the temperature profile calculated in pure CO2 is used in the 
CO2/H2O system, we can observe that the gas temperature only influences the VDF in the region before thermalisation, indicating 
that the gas temperature has no large effect on the VDF at the conditions under this study.  
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A4.5. Reaction rates for electron impact excitation 

Figure A4.5. Calculated electron‐impact vibrational excitation rates, for the sum of the lower levels (up to v = 16; left) and the 

sum of the higher levels (v  17; right), in pure CO2 and for 10% H2O addition. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



33 
 

A4.6. Influence of the parameters on the VDF 

 

Figure  A4.6.  Influence  of  different  parameters  on 

the VDF: H2O concentration (A), power density (B) , 

and  SEI  (C).  Varying  these  parameters within  the 

indicated  range  results  in  minor  changes  to  the 

VDF. 

 

 


