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Abstract 

We present a zero-dimensional plasma kinetics model, including both surface and gas phase kinetics, to determine 

the role of vibrationally excited states in plasma-catalytic ammonia synthesis. We defined a new method to 

systematically capture the conditions of dielectric barrier discharges (DBDs), including those found in packed bed 

DBDs. We included the spatial and temporal nature of such discharges by special consideration of the number of 

micro-discharges in the model. We introduce a parameter that assigns only a part of the plasma power to the micro-

discharges, to scale the model conditions from filamentary to uniform plasma. Because of the spatial and temporal 

behaviour of the micro-discharges, not all micro-discharges occurring in the plasma reactor during a certain gas 

residence time are affecting the molecules. The fraction of power considered in the model ranges from 0.005 %, for 

filamentary plasma, to 100 %, for uniform plasma. If vibrational excitation is included in the plasma chemistry, 

these different conditions, however, yield an ammonia density that is only varying within one order of magnitude. 

At only 0.05 % of the power put into the uniform plasma component, a model neglecting vibrational excitation 

clearly does not result in adequate amounts of ammonia. Thus, our new model, which accounts for the concept in 

which not all the power is deposited by the micro-discharges, but some part may also be distributed in between 

them, suggests that vibrational kinetic processes are really important in (packed bed) DBDs. Indeed, vibrational 

excitation takes place in both the uniform plasma between the micro-discharges and in the strong micro-discharges, 

and is responsible for an increased N2 dissociation rate. This is shown here for plasma-catalytic ammonia synthesis, 

but might also be valid for other gas conversion applications. 
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1. Introduction 

Ammonia (NH3) is an important chemical for the manufacturing of various products and is especially 

crucial in the food industry through its role in fertilizer production [1]. Currently, the Haber-Bosch process is used 

for NH3 synthesis. This process is mainly suited for large scale production [2] and has a huge environmental 

footprint, i.e. approximately 1.2% of the world-wide available energy is consumed for NH3 synthesis and it produces 

around 1.5 tons of CO2 per ton of NH3, amounting to almost 1% of all greenhouse gas emissions [3]. 

Recently, plasma technology has gained a lot of attention for efficient alternative and small scale processes. 

In particular, due to their (operational) simplicity and widespread adoption [4], atmospheric pressure dielectric 

barrier discharges (DBDs) are a popular plasma source for  NH3 formation from N2/H2 gas mixtures. To increase 

process yields and efficiencies, catalytic packing materials have been introduced in the reactors [5]. In literature, 

many variations of catalytic material, support and loading arrangements can be found for NH3 synthesis in DBD 

reactors, with product yields mostly ranging from 0.1 to 5 % or higher for more complex configurations [5]–[16]. 

Bai et al. used a powdered catalyst, smeared on the electrode of a DBD, and achieved an NH3 yield of up 

to 0.5 %. With increased discharge area, they found higher NH3 concentrations [8]. Later, they reached a yield of 

1.25 % in a micro-gap, at a reduced electric field of ~300 Td. The yield increased with power density, applied 

voltage and gas temperature. In addition, the discharge frequency was shown to be an important parameter in process 

optimization [9]. Mizushima and coworkers used a metal-load membrane-like structure as catalyst. A N2 conversion 

of up to 2.4 % was reported. When the catalyst was loaded, the NH3 concentration increased with applied voltage. 

Without catalyst, this increase was significantly less [10], [11]. Gómez-Ramírez et al. reported their highest N2 

conversion as 2.7 %, corresponding to the smallest discharge gap at constant residence time. They indicate N2
+ to 

play an important role in the formation of NH in the gas phase. In addition, electron impact dissociation of NH3 was 

indicated as a possible source of NH [12]. Later, they found a N2 conversion of 7 % and further argued the 

importance of both the N2
+ ions and electron impact dissociation of NH3 [13]. Barboun et al. reported NH3 yields 
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up to 2.7 %, depending on the metallic catalyst and the residence time. Higher concentrations were achieved for 

longer residence times. They separately investigated the influence of bulk gas temperature and plasma input power, 

and found that a higher input power was more effectively enhancing the plasma-catalytic NH3 yield than the bulk 

gas temperature [14]. Peng et al. reached up to 3.7 % NH3 yield, depending on the discharge frequency, applied 

voltage, flow rate and gas composition [15]. By optimizing the catalyst support, catalyst material and their 

manufacturing, as well as the plasma power and electrode configuration, Akay and Zhang reported an NH3 

concentration of 16 % [16]. 

Packed reactors show beneficial, but complex behaviour. This complexity is due to simultaneous and 

synergistic effects that can hardly be separated from each other in experimental studies, indicating the need for 

modelling [17]. Due to the nature of a PB DBD, ideally three-dimensional (3D) modelling is required. However, 

the computational cost of the latter makes that modelling studies often resort to two-dimensional (2D) or even one-

dimensional (1D) geometrical representations to study the plasma physics. As in any chemical process, the 

chemistry is also an important aspect subject to modelling studies. The potential complexity of the actual molecular 

chemistries involved again limits the possibilities of 1D and 2D numerical studies due to the computational cost. 

Instead, such studies are often performed with zero-dimensional (0D) plasma kinetic models. 

Babaeva, Kushner and co-workers performed 2D modelling of single and multiple solid particles 

obstructing the discharge propagation path in humid air mixtures [18]–[21]. Within the same research group, 

Kruszelnicki et al. reported a reduced version of the same chemistry set for 2D modelling, describing a truer PB 

configuration [22]. Kang et al. studied the impact of various dielectric barrier arrangements, including a PB reactor 

in 2D for simple dry air [23], using the methods of Kulikovsky [24]. Similar studies were performed by Russ et al. 

[25]. Takaki et al. performed both computations and experiments for a N2 discharge in a PB reactor. They used an 

analytical description of the electron density and electric field based on 1D approximations [26]. The computed 

species densities as a function of applied voltage were in agreement with experiments. They also reported the 

measured vibrational temperature to be constant (around 2250 K) with increasing applied voltage. Thus, they 

concluded that the additional power at higher applied voltage does not go to vibrational excitation [27], [28]. Mehta 

et al. also measured significant vibrational temperatures (around 2700 K) in a N2/H2 DBD. They suggest that 

vibrationally excited molecules can play an important role in plasma-catalytic NH3 synthesis [29], and this was later 
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substantiated by Rouwenhorst et al. [30]. In our group, Van Laer and Bogaerts performed several modelling studies 

of PB reactors for various configurations and conditions, operated with helium [17], [31], [32], while Wang et al. 

developed a model for dry air, focusing on streamer propagation in between the packing beads [33]. 

The above modelling studies [17]–[27], [31], [32] focussed on the plasma physics rather than the plasma 

chemistry. The latter was kept simple and did for instance not include excitation to individual vibrationally excited 

states [17]–[20], [22]–[27], [31], [32]. 

In some of those studies, various kinds of discharges were observed in PB reactors, such as filamentary 

discharges and surface ionization waves [22], [33]. Some modelling studies tried to relate single features to specific 

current peak characteristics [31]. However, experimental current characteristics of PB reactors, with often a far 

greater number of packing beads compared to modelling configurations, exhibit a complexity not allowing for a 

distinction between the various kinds of micro-discharges based on the electrical current characteristics [34], [35]. 

Indeed, the conversion and product yield in PB DBDs are, in general, affected by the various plasma and process 

parameters and their combinations (e.g. the type of dielectric barrier and its thickness, the packing beads, the 

discharge frequency, the flow rate, etc.) in complex ways [34], even in reactors without any packing material [35]–

[37]. 

Within our group PLASMANT, several numerical studies have focused on the plasma chemistry in 

filamentary discharges using 0D modelling, in which filaments were described as sharply peaked power density 

pulses [38]–[45]. However, the number of micro-discharge pulses in the model and the time between the pulses 

were chosen rather arbitrary, with motivations based on the discharge frequency alone or in combination with an 

effective filament discharge volume. In addition, the pulse magnitudes were chosen to mimic the total specific 

energy input, i.e. the total plasma power, for the sum of all pulses in the model, despite the transient characteristics 

of filaments, and the plasma power in between the pulses was effectively chosen to be zero. In particular, the 

importance of the inter-pulse duration was acknowledged [44]. When applied to long time scale simulations, 

corresponding to the gas residence time, a large number of pulses, in the order of 10,000 to 1 million, was mentioned 

to occur in the 0D model, for residence times of the order of 1 to 10 s. An agreement with experiments was found, 

when a power transfer efficiency, i.e. a reduction in power, was introduced [38]. Overall, the 0D models could 
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achieve good agreement with experiments. The inclusion of vibrational kinetics in a 0D CO2 DBD model was 

reported to yield slightly different values, but the overall trends were the same [45]. 

Colonna et al. performed 0D plasma kinetic studies of repetitive nanosecond pulsed discharges in H2 [46], 

and this kinetic description was later used in a similar N2/H2 pulsed plasma [47]. The nanosecond pulse repetition 

was in the order of microseconds. These models included detailed state-to-state kinetics of vibrational levels, or 

even represented complete collisional-radiative models (i.e. of H2). Reduction of the vibrational resolution in their 

models, when compared to the full state-to-state models, showed clearly different vibrational distribution functions 

[46], [47]. Teramoto and Kim experimentally investigated two consecutive discharge pulses in N2 [48]. Their results 

indicate that vibrational excitation in the first pulse influences the second pulse, if it occurs within 300 microseconds 

of the first pulse [48]. 

Hong et al. reported on detailed kinetic modelling of NH3 production related to experimental measurements 

in a PB DBD, with emphasis (among others) on the vibrational kinetics. The plasma conditions were constant, 

averaged values, derived from the electrical characteristics. No spatial or temporal behaviour of their PB DBD, 

mimicking the micro-discharges, was captured in the model. The electron temperature was in the order of 1 to 1.5 

eV. A reasonable agreement with experiments was found [49]–[51]. Shah et al. studied NH3 synthesis in a low 

pressure radio frequency plasma and succesfully used the same chemistry set to elucidate the underlying reaction 

mechanisms [52]. 

To improve upon our past modelling efforts of filamentary discharges in DBD with complex chemistries, 

we present in this paper an improved and detailed method that more systematically translates the experimental 

conditions and observations, i.e. the plasma power and the number of micro-discharges, to an equivalent 0D model. 

This systematic treatment of the number of micro-discharges also allows us to easily capture the difference between 

regular (unpacked) and PB DBDs. More specifically, we study the influence of the power deposition in between 

filamentary pulses and the role of vibrationally excited species. 

We describe the computational methods in Section 2, including the plasma kinetics model (2.1), the 

chemistry (2.2), the reduced electric field calculation (2.3) and a description of the concepts introduced in our model 

concerning the plasma power (2.4). The plasma and surface chemistry is presented in full in Appendix A and B, 
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respectively. In Appendix C we include a more detailed description of the treatment of plasma power in our model. 

Section 3 presents the results, including the NH3 density evolution (3.1), the reaction mechanisms (3.2) and 

important calculated plasma parameters, such as the reduced electric field and vibrational temperature (3.3), 

followed by the conclusions (Section 4). 

2. Computational Methods 

2.1. Plasma kinetics model 

We used the zero-dimensional plasma kinetics solver ZDPlasKin [53], coupled to the BOLSIG+ [54] 

numerical solver of the steady state Boltzmann equation for electrons. The plasma kinetics solver solves the 

continuity equations for the various species 𝑝 with number density 𝑛𝑝(𝑡) 

 𝑑𝑛𝑝

𝑑𝑡
= ∑ 𝑐𝑟,𝑝𝑘𝑟 ∏ 𝑛𝑞

𝑞𝑟

 (1) 

   

where 𝑐𝑟,𝑝 is the stoichiometry number of species 𝑝 in reaction 𝑟, 𝑘𝑟 is the rate coefficient and 𝑞 are the colliding 

species in reaction 𝑟. The rate coefficients, 𝑘𝑟, are either taken from literature, often as a function of the gas or 

electron temperature, or they are evaluated from electron impact cross sections and the electron energy distribution 

function (EEDF) through BOLSIG+. The EEDF calculation with BOLSIG+ requires an electric field as input. The 

EEDF returns the mean electron energy at which the rate coefficients are evaluated.  

The total number density of gas phase species can increase with time, e.g. due to dissociation, in turn 

increasing the pressure. After each time progression, we modify all gas phase species densities to return the set 

(atmospheric) pressure. This changes the mass density such that it is no longer the initial value. For any calculation 

involving initial densities and new densities (after modification), the new densities are normalized to the initial 

value such that the mass density is the same. Both the modification and normalization are assumed linear, i.e. an 

equal multiplication factor is applied for all gas phase species. 
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2.2. Plasma and surface chemistry included in the model 

N2, H2, their corresponding atoms, ions and vibrationally and electronically excited states, as well as various 

compound species, empty surface sites and surface adsorbed species, are considered in the plasma chemistry, as 

listed in Table 1. We have used a 75/25% N2/H2 ratio as input gas. It should be noted that this ratio does not 

correspond to the stoichiometry of NH3. Indeed, in plasma catalysis, the use of more N2 can be beneficial for NH3 

synthesis because N2 is more difficult to dissociate compared to H2, requiring more than twice the electron energy, 

i.e., the threshold for electron impact dissociation of N2 is ~9.8 eV, while it is 4.5 eV for H2 [55]. 

Table 1. The species taken into account in the plasma and surface kinetics. Surface adsorbed species are indicated by (s). 

 Nitrogen Hydrogen 

Ground states 

N2 

N 

H2 

H 

NH, NH2, NH3 

Vibrationally excited states N2(V = 1 … 24) H2(V = 1 … 3) 

Electronically excited states 

N2(A3Σu
+), N2(B3Πg), 

N2 (a′1Σ𝑢
−) , N2(C3Π𝑢) 

N( D 
2 0), N( P 

2 0) 

H2(b3Σu
+), H2(B1Σ𝑢

+),  

H2(c3Π𝑢), H2(a3Σg
+) 

 

Ions 

N+, N2
+, N3

+, N4
+ 

 

H+, H2
+, H3

+ 

H− 

NH+, NH2
+, NH3

+, NH4
+, N2H+ 

Surface adsorbed species 
 N(s) H(s) 

NH(s), NH2(s) 

 

The reactions involving only N2 related species are taken from a revised chemistry set recently developed 

in our group for modelling a gliding arc plasma, which also operates at atmospheric pressure, and was updated from 

[56]. It now includes a detailed description of the vibrational kinetics of N2, considering 24 vibrational states (based 

on resonant vibrational excitation cross sections available from the Phys4Entry database [57]) and describing the 

N2-N2 vibrational-vibrational (VV) exchanges, N2-N2 vibrational-translational (VT) relaxations [58], and N2-N VT 

relaxations, with single and multi-quantum transitions [59]. The reactions involving only H2 and both N and H 

components are adopted from Hong et al. [49]. They also include the vibrational states of H2, considering 3 levels, 

and H2-N2, H2-H2, H2-N and H2-H VT relaxations, as well as H2-H2 and N2-H2 VV exchanges (involving the first 8 
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vibrational levels of N2). A full list of the included reactions, as well as all the processes involving vibrational levels, 

is included in Appendix A. 

The surface kinetics are also adopted from Hong et al. [49] and include direct adsorption, dissociative 

adsorption, recombination desorption, elementary Eley-Rideal and Langmuir-Hinshelwood reaction steps, and 

surface relaxation of excited states. The calculated rate coefficients represent a metallic surface, but we do not 

consider different materials in this study. Indeed, we do not consider here the influence of the catalytic material, 

i.e., the surface kinetics model is based on sticking probabilities and their values are not known for a wide variety 

of materials. This was indeed not the focus of this paper and would require other type of modelling (i.e., 

microkinetics modelling based on transition state theory and density functional theory data [29]). In contrast, in this 

paper we investigate the role of vibrational excitation in a DBD applied to a plasma-catalytic process, for which we 

simply assume a metallic surface (without further specification). A detailed description of the surface kinetics model 

is given in Appendix B. The sticking probabilities in the model are specific for the different vibrationally excited 

states, where applicable. 

2.3. Calculation of the electric field 

The electric field 𝐸, at which BOLSIG+ solves the Boltzmann equation [54], is calculated using the 

differential form of the Joule heating equation 

 𝑑𝑃

𝑑𝑉
= 𝐉 ∙ 𝐄 = 𝜎𝐸2 (2) 

   

where 𝑃 is the power and 𝑑𝑉 a volume element, 𝐉 = 𝜎𝐄 is the current density and 𝜎 is the electron conductivity. 

Assuming no spatial dependence, the reduced electric field (𝐸 𝑁⁄ ) can be calculated from the power density 𝑝 ≡

𝑃/𝑉 as 

 
(

𝐸

𝑁
) =

1

𝑁
√

𝑝

𝜎
 (3) 

   

where 𝑁 is the total number density of gas phase species. The electron conductivity is calculated by 
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 𝜎 = 𝑒𝑛𝑒𝜇𝑒 (4) 

   

where 𝑒 is the elementary charge, 𝑛𝑒 the electron number density and 𝜇𝑒 the electron mobility, calculated by 

BOLSIG+. 

2.4. Power definition in the model 

In our model, we defined the power density as a function of time. This function allows us to include the 

concept of micro-discharges in the 0D model. A proper translation of experimentally observed micro-discharges 

allows us to systematically describe the plasma conditions found in both packed bed (PB) and non-packed DBD 

reactors. The term micro-discharges is used rather than filaments, because experimental current characteristics do 

not reveal the specific type of discharge that took place [34]. We model the individual micro-discharges as triangular 

power density pulses with a certain duration (i.e. width or life time). Such power density pulses have already been 

shown to return electron avalanches [42], [44].  

DBDs typically operate with low gas flow rates (order of 100 mL/min). We consider the residence time of 

molecules in the reactor to be greater than a single discharge period. Thus, it takes multiple discharge cycles for the 

molecules to pass through the reactor. During one half discharge period, we can count the number of micro-

discharges, e.g. from the measured current characteristics [35]. If we assume that those micro-discharges are 

distributed uniformly throughout the whole plasma reactor, it is obvious that, within one discharge period, the 

molecules entering the reactor cannot have seen all micro-discharges that took place, simply because the molecules 

have not crossed the whole reactor yet. In other words, during a certain residence time, millions of micro-discharges 

can occur throughout the reactor, but it is impossible for a single molecule to be exposed to all of them. This means 

that the plasma power deposited into the plasma reactor through the micro-discharges is not deposited to every 

single molecule in the reactor. Thus in our model, we do not by definition consider the total experimental plasma 

power, because we do not consider all micro-discharges that occur throughout the whole reactor within a certain 

residence time.  

In addition, we introduce the concept of a uniform plasma component. By doing so, we distinguish between 

power deposited by the micro-discharges (i.e. strong plasma, temporally and spatially isolated in nature) and power 
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deposited by a uniform or homogenous plasma (i.e. weaker plasma that is always present, throughout the whole 

reactor and continuous through time). Typically, both in experiments and modelling, it is assumed that all power is 

deposited by the micro-discharges [34], [38]–[45]. In our present model, we scale the plasma from a filamentary to 

a uniform plasma. To do this, we have introduced a power density distribution factor, 𝛾, when defining our time-

dependent power density function. This parameter is used to set the minimum power density 𝑝𝑚𝑖𝑛 based on the 

maximum power density 𝑝𝑚𝑎𝑥, i.e. 𝑝𝑚𝑖𝑛 = 𝛾𝑝𝑚𝑎𝑥. See Appendix C.1 for further details.  

Figure 1 shows the power included in our model, due to the micro-discharges alone and the total power, as 

a function of 𝛾. We consider 200 micro-discharges per discharge half cycle (i.e. the original value from the adopted 

plasma parameters used in our model [60]) as well as 50 micro-discharges (i.e. a reduced number, because the 

number of micro-discharges in N2 is typically lower than in other reactive gases).  

 

Figure 1. Total power and power due to the micro-discharges used in the model based on 55 W of plasma power determined from experiments 

[35], as a function of the power density distribution factor 𝛾, both for 200 and 50 micro-discharges per half cycle (indicated in brackets in the 

legend). See Appendix C for details. 

 Figure 1 shows that for the most filamentary plasma considered (𝛾 = 10−6), we use very little power in the 

model (3 mW and 1.2 mW for 50 and 200 micro-discharges per half cycle, respectively). As the plasma becomes 

more uniform (𝛾 towards 1), the power increases up to 55 W for a fully uniform plasma (𝛾 = 1), that is, the total 

plasma power as experimentally determined. In any case, the total power is always determined by the uniform 

plasma component. Indeed, the power in the model due to micro-discharges is very low, because we do not consider 

all the micro-discharges that occur throughout the whole reactor during a certain residence time, but rather the 

micro-discharges that individual molecules could be exposed to (on average) during their residence time in the 

reactor, as explained above. 
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 To summarize, we are modelling a control volume which is moving through a (packed bed) reactor at the 

flow velocity. The probability that a micro-discharge occurs in this control volume is given by the fraction of micro-

discharges, which can be calculated from the reactor volume traversed by the gas during one discharge period 

divided by the total reactor volume. The plasma power density is determined from the plasma power and the typical 

volume of the micro-discharges (see Appendix C.2). We apply our model to a plasma power of 55 W, a discharge 

frequency of 28.6 kHz and a micro-discharge life time of 15.6 ns, adopted from experiments [35]. We assume a 

constant gas temperature of 400 K and atmospheric pressure. We consider 200 micro-discharges per half cycle [60], 

as well as 50, for which the micro-discharges occur every 16 ms and 66 ms, respectively (based on a residence time 

of 3.33 s). 

As an example, for 50 micro-discharges per half cycle, after the above considerations, the power density 

ranges from a minimum value, 𝑝𝑚𝑖𝑛, of 2.5 W/cm3 and a maximum value, 𝑝𝑚𝑎𝑥, of 2.5 × 106 W/cm3 as used in 

the most filamentary plasma (𝛾 = 10−6), to a constant value of 5.5 × 104 W/cm3 in the fully uniform plasma (𝛾 =

1). 

We believe that assuming a constant gas temperature of 400 K is a valid approach to represent the average 

plasma temperature in the reactor, despite the fact that the formation of NH3 is exothermic, meaning that the gas 

would heat up if NH3 is created. From our experimental experience, we do not observe a significant temperature 

increase with the formation of NH3. This can be explained by the low gas flow rate and cooling of the gas at the 

reactor walls. 

 Finally, we believe that the concepts introduced into our new model allow for a systematic translation of 

experimental conditions to the model, based on the number of micro-discharges, their life time and the gas residence 

time in the reactor, so that we can for instance also distinguish between regular and PB DBDs. This is discussed in 

further detail in Appendix C.3. 
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3. Results and discussion 

 We ran a large number of calculations (all of which are based on the same plasma power (55 W)), which 

we provide in the supplementary information. Here we present selected data for 50 and 200 micro-discharges per 

half cycle (for which the volume, and thus the power density, differs by a factor 4). We considered the following 

power density distribution factors: 10-6, 10-5, 10-4, 10-3, 10-2, 10-1 and 1 (100). 

3.1. Species density evolution and steady-state densities 

 Initially we consider three types of models: (i) the full model, including vibrational kinetics  with the power 

density described in section 2.3; (ii) the same model without vibrational excitation (i.e., neglecting processes A3 

and A4 and disregarding all processes in Appendix A and B that involve vibrational levels); and (iii) the full model 

of (i), but considering only the uniform power density component, i.e., assuming no micro-discharges, but simply 

the uniform DBD plasma (that is, neglecting the triangular power density pulses on top of the constant value). For 

model (iii) the power density distribution factor thus represents uniform plasma of various intensity. 

 The various models and conditions (which are all derived from the same plasma power) provide a somewhat 

different NH3 density time evolution, as illustrated in Figures 2 - 4 for a selection of the calculations, mainly 

focussing on 50 micro-discharges per discharge half cycle. The distinct conditions (i.e. the various power density 

distribution factors, 𝛾) are reported in Figures 2, 3 and 4 with unique and consistent colours. In Figure S1 – S3 we 

plot the calculated NH3 density as a function of time for a larger variety of number of micro-discharges, showing 

that the observed trends are valid over a larger range of conditions. 

 Figure 2 shows the full model results. The more uniform plasma (larger 𝛾) reaches steady state NH3 

densities very quickly (i.e. after 16 ms for 𝑁𝑀𝐷 = 50, 𝛾 = 10−3) or almost immediately (i.e. after 0.53 ms for 

𝑁𝑀𝐷 = 50, 𝛾 = 10−1), but the most uniform plasma (𝛾 = 10−1) reaches a lower steady state value. The more 

filamentary plasma (𝛾 = 10−4 and 10−6) reaches a steady state on much longer time scales, and not necessarily 

within the gas residence time (3.33 s). Generally, a steady state NH3 density is reached earlier when the plasma 

becomes more uniform (𝑁𝑀𝐷 = 50, 𝛾 = 10−4 compared to 𝑁𝑀𝐷 = 50, 𝛾 = 10−6). In addition, more micro-

discharges (𝑁𝑀𝐷 = 200, 𝛾 = 10−4 vs. 𝑁𝑀𝐷 = 50, 𝛾 = 10−4) yield higher NH3 densities and steady state is 

reached later. The latter is attributed to the shorter inter-pulse times. Indeed, this makes it more likely for a pulse to 
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be influenced by the previous pulse, because of a relatively large number of created radicals still being present. The 

steady state value is in principle determined by the surface reactions and electron impact dissociation of NH3, which 

is an important NH3 loss process (see section 3.2). Finally, the most pronounced filamentary plasma, that reaches 

steady state slowly (𝑁𝑀𝐷 = 50, 𝛾 = 10−6) can reach higher steady state NH3 densities than the more uniform 

plasmas (𝑁𝑀𝐷 = 50, 𝛾 = 10−3 and 10−1). 

 

Figure 2. NH3 density evolution as a function of time for selected conditions of 𝛾 and 𝑁𝑀𝐷, obtained with the full model (i). 

 Figure 3 compares the full model (model (i)) with the model neglecting vibrational excitation (model (ii)). 

The most filamentary plasma can reach the highest NH3 density if vibrational excitation is present (𝑁𝑀𝐷 = 50, 𝛾 =

10−6 : compare (i) vs. (ii)). Those conditions did not yet reach steady state in the full model (i), whereas a lower 

steady state NH3 density is already reached if vibrational excitation is not included (model ii). When the plasma 

becomes only slightly less filamentary (𝛾 = 10−5 compared to 𝛾 = 10−6), the NH3 density cannot reach an 

adequate steady state value anymore without vibrational excitation (model (ii): 𝑁𝑀𝐷 = 50, 𝛾 = 10−5 compared to  

  𝛾 = 10−6). When comparing the number of micro-discharges in model (ii) (𝑁𝑀𝐷 = 200, 𝛾 = 10−5 against 

𝑁𝑀𝐷 = 50, 𝛾 = 10−5), we observe in Figure 3, similar to Figure 2, that a larger number of micro-discharges can 

surpass the steady state NH3 density obtained with less micro-discharges for the same 𝛾 value. Finally, by comparing 

models (i) and (ii) for 𝑁𝑀𝐷 = 50, 𝛾 = 10−5, the results further indicate that vibrational excitation yields a higher 

steady state NH3 density. Thus, Figure 3 demonstrates that vibrational excitation does contribute towards reaching 

high NH3 yields in filamentary plasma (𝛾 = 10−6 and 𝛾 = 10−5). 
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Figure 3. NH3 density evolution as a function of time for selected conditions and comparison of the full model (model (i), solid lines) and the 

model neglecting vibrational excitation (model (ii), dashed lines). 

 Figure 4 compares the full model (model (i)) with the model neglecting the micro-discharges (model (iii)), 

assuming 50 micro-discharges per discharge half cycle. For 𝛾 = 10−3, both models overlap, indicating that the 

micro-discharges in model (i) were not strong enough to influence the NH3 formation. For the most filamentary 

plasma (𝛾 = 10−6), the strong micro-discharges are very important for the formation of NH3. In intermediate plasma 

(𝛾 = 10−4), the micro-discharges only slightly elevate the NH3 yield. Thus, based on Figure 4 we can consider 𝛾 ≥

~10−3 as uniform plasma and 𝛾 = 10−6 … ~10−4 as filamentary plasma. 

 

Figure 4. NH3 density evolution as a function of time for selected conditions, and comparison of the full model (model (i), solid lines) and 

the model neglecting the micro-discharges (model (iii), dashed lines). All data is from calculations assuming 50 micro-discharges per 

discharge half cycle (𝑁𝑀𝐷). The results of model (i) and (iii) for 𝛾 = 10−3 overlap each other. 

 Combining the comparisons made in Figure 3 and 4, we can conclude that despite being in the filamentary 

regime (𝛾 = 10−6 … ~10−4), both the micro-discharges (cf. Figure 4) and the vibrationally excited states (cf. Figure 

3) actively contribute to the NH3 formation. 
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In Figure 5, we plot the final NH3 density resulting from the three models, for 50 micro-discharges, over 

the full range of filamentary, intermediate and uniform plasma (i.e. as a function of 𝛾). In the full model, we observe 

a slight drop in the NH3 density at = 10−4 ,. Similar behaviour was also observed for the other number of micro-

discharges (cf. Figure D.4(a)). After comparing models (i) and (iii) in Figure 5, we attribute this behaviour to a 

possible change in mechanics that govern the steady state, because the micro-discharges do not influence the NH3 

density evolution beyond 𝛾 = 10−3 (cf. model (i) and (iii) in Figure 4).  

Clearly, in the filamentary range (𝛾 = 10−6 … ~10−4), there is a synergistic effect between the micro-

discharges and vibrational excitation, because the sum of the results of model (ii) and (iii) is less than model (i). 

This can be understood because in model (iii) the N formation is enhanced through a higher effective rate coefficient 

of N2 dissociation, due to the vibrationally excited states compared to dissociation from the ground state, while in 

model (ii) the N formation is enhanced through a higher electron density, due to the micro-discharges compared to 

an uniform plasma (see also Section 3.2, Figure 6). As these two effects are combined in model (i), it yields a more 

than linear increase relative to model (ii) and (iii).  

In addition, it should be noted that the final NH3 density obtained in model (i) does not significantly vary 

(i.e., less than an order of magnitude) for all conditions, despite significantly different – including very low – 

amounts of power being used in the model (cf. Figure 1). This observation potentially explains why Hong et al. 

found reasonable agreement with PB DBD experiments for their 0D model that included the interactions of the 

vibrational states, but assumed a uniform plasma [49] (i.e. corresponding to 𝛾 = 100 = 1 in the present study). 

 

Figure 5. Final (steady state) NH3 density as a function of 𝛾, for 50 micro-discharges per discharge half cycle, as calculated in the full model 

(i), when neglecting vibrational excitation (model (ii)), and when neglecting micro-discharges (model (iii)). 
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 The NH3 yield (defined here as the final calculated NH3 density divided by the theoretical NH3 density if 

100% of the initial gas would be converted to the product) in the most filamentary case (𝛾 = 10−6) is calculated as 

1.11 %. Compared to literature, where NH3 yields between 0.1 and 5 % were reported for plasma-catalytic NH3 

synthesis in PB DBDs (cf. the overviews in [5]–[7]), 1.11 % is a reasonable value, but can be considered on the 

lower side. This is not unexpected, as we present here a more fundamental study, not focusing on maximum NH3 

yields by using appropriate catalysts. In addition, not all models reached steady state already, at the considered 

residence time of 3.33 s, and thus the maximum possible yield might not have been reached (especially for the full 

model (i), cf. Figure 2 and Figure S4). Moreover, the experimental conditions, and specifically the plasma power 

of 55 W adopted in the present study, can be considered low, as this value was adopted from previous modelling 

and experimental studies [35], [60] of CO2 plasma. The ionization threshold of N2 is higher (~15.6 eV compared to 

~13.8 eV for CO2) and it also has a slightly higher dissociation threshold (~9.8 eV [55] compared to ~7 eV for CO2 

[60]), so that a higher power might be needed to reach higher NH3 yields. In the future we will investigate how to 

improve the NH3 production, based on this model. Still, our calculated values are in the same order of magnitude 

as in the experiments from literature, suggesting that our model could provide a reasonable description of NH3 

synthesis in a (packed bed) DBD, and stressing again the importance of including vibrational excitation. 

3.2. Reaction mechanisms 

 A reaction analysis did not reveal clear differences between the actual reactions taking place for the different 

model assumptions and conditions. However, we gained some global insights. In Figure 6 and 7, the species 

densities, both in the plasma phase (electrons, N, H, NH, NH2, NH3, N2(V)), and at the surface (N(s), H(s), NH(s) 

and NH2(s)) are plotted as a function of time. The surface-adsorbed species in fact represent the surface coverages 

of these species. We present the results of the full model (i), with 50 micro-discharges per half cycle and the most 

filamentary plasma (i.e. 𝛾 = 10−6). Generally we see that the micro-discharges, because of their ns time scale, 

cause pulsed behaviour in the neutral and surface-adsorbed species densities, with pulses of ms widths. This is true 

for most species, including the vibrationally excited states of N2, for which the density rises by approximately one 

order of magnitude (see further discussion below). 
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Figure 6. Gas phase species density evolution with time, for the 2nd and 3rd micro-discharge pulse, obtained for 50 micro-discharges per half 

cycle in the full model (i) and the most pronounced filamentary plasma (𝛾 = 10−6). The two ns micro-discharge pulses are indicated, but are 

not resolved in detail on this long time scale. 

 

Figure 7. Surface coverages, calculated from the surface species densities, as a function of time, over the 2nd and 3rd micro-discharge pulse, 

obtained for 50 micro-discharges per half cycle in the full model (i) and the most pronounced filamentary plasma ( 𝛾 = 10−6). The two ns 

micro-discharge pulses are indicated, but are not resolved in detail on this long time scale. 

 In our model we see that the surface quickly becomes covered with H(s), due to dissociative adsorption of 

H2. In the micro-discharges, the electron density increases rapidly due to ionization of both N2 and H2, and in 

addition N2 and H2 are dissociated by electron impact. The dissociation products have a relatively long lifetime until 

after the micro-discharge (cf. Figure 6). During the uniform plasma in between the micro-discharges, we observed 

the formation of NH3, basically by a two-step process, starting after the micro-discharge. First NH(s) is formed 

through an Eley-Rideal mechanism (reaction of N with H(s)). Then, NH3 is formed through an additional Eley-

Rideal step (reaction of NH(s) with H2). During the micro-discharges, NH3 is actually lost due to electron impact 

dissociation. The main dissociation products are NH and NH2, which also remain present until after the micro-

discharge. NH reacts with H(s) (Eley-Rideal step) into NH2(s), and subsequently NH3 can be formed (Langmuir-
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Hinshelwood step with H(s)). In addition, also NH2 reacts with H(s) into NH3 (Eley-Rideal). H atoms created from 

electron impact dissociation of H2 in the micro-discharges are converted back to H2 after the micro-discharge by 

desorption (i.e. Eley-Rideal step with H(s)). 

Clearly, the observed mechanisms are dictated by the quick surface coverage by H(s). It should however be 

noted that our surface kinetics model (Appendix B) contains several input data subject to uncertainties, so the above 

analysis is only qualitative. A more detailed quantitative examination of the various reaction steps would require 

microkinetics modelling based on transition state theory and density function theory calculations, which is beyond 

the scope of present study. 

3.3. Reduced electric field and vibrational temperatures 

To gain more insight into the various electron impact processes, we plot in Figure 8 the electron energy loss 

fractions for vibrational excitation, dissociation and ionization of N2 as a function of the reduced electric field (E/N). 

Vibrational excitations are the main electron impact processes at a weak reduced electric field (E/N = 1 to 30 Td), 

and especially vibrational excitation of N2(V) towards higher vibrational levels is important. However, the tail of 

this process does not fall off sharply upon rising E/N, and vibrational excitation is still present towards E/N = 100 

Td. The ionization processes and the dissociation of N2 through vibrationally excited states, more or less, overlap 

with each other. 
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Figure 8. Fractions of electron energy transferred to various important electron impact collisions (i.e. vibrational excitation, dissociation and 

ionization) in a N2/H2 75/25 % mixture at 400 K, as a function of the reduced electric field, calculated using BOLSIG+ [54] from the 

corresponding cross sections. The ionization processes include direct and dissociative ionization of various molecules (N2, H2, NH, NH2 and 

NH3) as well as direct ionization of the atoms (N and H), not only from the ground levels, but also from the vibrationally and electronically 

excited levels of N2 and H2. Vibrational excitation of H2 is not plotted as it has an electron energy loss fraction less than 0.1 %. The mean 

electron energy, evaluated from the EEDF at each reduced electric field, is reported on the top x-axis. The cross sections used for vibrational 

excitation of N2 and H2 are the resonant vibrational excitation cross sections [57], [61], [62] taken from the Phys4Entry database, for which 

38 and 9 levels are taken into account, respectively. The notations (X), (V) and (E) denote the ground state, vibrational levels and electronic 

excited levels, respectively. 

In Figure 9, we plot the reduced electric field E/N and the vibrational temperature 𝑇𝑉 as a function of time, 

before and after the 2nd and 3rd micro-discharge pulse (conditions: 50 micro-discharges per half cycle and 𝛾 = 10−6). 

The vibrational temperature is calculated from the first vibrational level and the ground state, by 

 
𝑇𝑉 =

𝐸1 − 𝐸0

ln(𝑛0/𝑛1)
 (5) 

   

where 𝐸 is the energy of the vibrational level and 𝑛 the corresponding number density. The subscripts indicate the 

ground and first vibrationally excited state. 
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Figure 9. N2 vibrational temperature (left y-axis) and reduced electric field (right y-axis) as a function of time, for the 2nd and 3rd micro-

discharge pulse, for 50 micro-discharges per half cycle in the full model (i) and the most filamentary plasma (𝛾 = 10−6). The two micro-

discharges with ns pulse width are indicated, but are not resolved in detail on this long time scale. 

 Figure 9 shows that the reduced electric field peaks sharply during the micro-discharge pulses, as expected. 

The vibrational temperature increases as well, but it decreases more slowly over a few milliseconds. From Figure 8 

we can deduce that vibrational excitation is dominant in between the micro-discharge peaks (where E/N is in the 

order of 1 to 10 Td), but also occurs during the micro-discharges (with E/N around 100 Td; especially when 

considering that the maximum electric field is not reached instantaneously). Figure 6 also indicated a small rise in 

vibrationally excited N2 density during the micro-discharges, as mentioned before. The rising E/N in between the 

micro-discharges can be understood from the constant power density, and the drop in electron density (due to 

recombination and lack of ionization, cf. Figure 6 and 8) and Equation 3 and 4, from which follows 𝐸 𝑁⁄ ∝ 1/√𝑛𝑒. 

 Figure 10 shows the maximum and minimum (steady state) reduced electric field (E/N) over the full range 

of filamentary to uniform plasma, for 50 micro-discharges per half cycle, obtained from the full model. E/N is 

greater than 100 Td (i.e. ~140 Td) inside the micro-discharges (maximum values), and 1 to 10 Td in between the 

micro-discharge pulses (minimum values), in the filamentary plasma regime (𝛾 = 10−6 … 10−4), but the value 

inside the micro-discharges drops upon increasing 𝛾, because the power is more evenly spread in the entire plasma 

reactor and not only concentrated in the micro-discharges. Figure 10 further justifies our identification of 𝛾 ≥

~10−3 as intermediate and uniform plasma, and 𝛾 = 10−6 … 10−4 as filamentary plasma, which was based on 

Figures 2 - 4 (see Section 3.1). In between the micro-discharges the opposite trend occurs, showing a rise in E/N 

upon increasing 𝛾, again because the power is more evenly spread in the entire plasma reactor, thus increasing the 

field strength of the uniform plasma component. Indeed, the electric field is calculated from the power density (see 
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Eq. 3), so the non-zero power density in between the micro-discharges (when 𝛾 > 0) yields a non-zero electric field 

as well. 

 

Figure 10. Maximum (i.e., during the micro-discharges) and minimum (i.e., in between the micro-discharges) reduced electric field, in steady 

state, as a function of 𝛾, for 50 micro-discharges per discharge half cycle, as calculated in the full model (model (i)). 

Figure 11 shows the vibrational temperature, again as a function of the plasma uniformity (𝛾) for 50 micro-

discharges per half cycle, obtained from the full model. The values during and in between the micro-discharges 

show a similar trend as a function of 𝛾, but the vibrational temperature during the micro-discharges is slightly higher. 

This indicates that vibrational excitation indeed occurs during the micro-discharges. The maximum difference is 

900 K (for 𝛾 = 10−4). In the filamentary regime (𝛾 = 10−6 … 10−4) the vibrational temperature reaches values up 

to 2500 K. In literature, N2 vibrational temperatures of experimental (PB) DBDs are reported in the order of 1750 

to 3000 K [28], [29], hence in reasonable agreement with our calculations. However, as the modelling conditions 

are not exactly the same (which was not the purpose of this study), we cannot quantitatively compare with those 

studies. 
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Figure 11. Maximum N2 vibrational temperature during the micro-discharges and vibrational temperature in between the micro-discharge 

pulses (cf. Figure 9), as a function of 𝛾, for 50 micro-discharges per half cycle, as calculated in the full model (model (i)). 

The gas kinetic temperature in the DBD is assumed to be 400 K. Thus, Figures 8 - 11 indicate that 

vibrational excitation is generally strong enough to cause a significant vibrational-translational non-equilibrium, 

both inside the micro-discharges and in the uniform plasma. At the same time, because of the low gas kinetic 

temperature, loss of the vibrational populations by VT relaxation is limited [63]. 

In general, we can conclude that the vibrational temperature is significant in both the micro-discharges and 

the uniform plasma, as long as not all the power is assigned to the micro-discharges, thus stressing again the 

importance of vibrational excitation for NH3 synthesis in a (PB) DBD, both during the micro-discharges and in 

between them. 

4. Conclusions 

We presented a new method for describing micro-discharges in DBDs, including packed bed DBDs, in a 

zero-dimensional plasma kinetics model, by describing the spatial and temporal nature of these micro-discharges or 

filaments in a more systematic way. This approach allows capturing the properties of both packed bed and unpacked 

DBD reactors, mostly through the number of micro-discharges taking place and the power considered in the model. 

Indeed, due to the spatial and temporal isolated nature of micro-discharges in DBDs, molecules entering the plasma 

reactor cannot see all the micro-discharges taking place during one discharge cycle within the full reactor, simply 

because the molecules do not traverse the whole reactor within this time period. Thus we did not automatically 

consider the total experimental plasma power in our model. We scaled our models over a wide range of plasmas, 

i.e. from filamentary to uniform plasmas, by redistributing the power. This was done by systematically changing 
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the time-dependent power density function in our model. Due to the relatively short duration of the micro-

discharges, the considered power in the model is mostly determined by the power in the uniform plasma component. 

When we included vibrational excitation, our calculated final NH3 density did not vary to a large extent 

(i.e., within one order of magnitude), despite the fact that the power assumed in the model varied over many orders 

of magnitude, mimicking the full range from filamentary to uniform plasma. Note that we only considered up to 

0.447 % of the experimental plasma power in the filamentary model, of which up to 0.446 % is assigned to the 

uniform plasma component, and 0.001 % to the micro-discharges, because individual molecules cannot see all the 

micro-discharges taking place within their residence time in the reactor. 

By assigning just 0.05 % of the experimental plasma power to the uniform plasma component, a model (in 

the filamentary regime) without vibrational excitation showed a very low steady state NH3 density. We therefore 

identified that the micro-discharges, the uniform plasma component and vibrational excitation (which actually can 

take place during both the micro-discharges and the uniform plasma in between those micro-discharges) all play an 

important role in enhancing the NH3 yield, through the dissociation rate of N2. 

Our results are all consistent with commonly made assumptions in literature, like the strong reduced electric 

field found in filamentary DBDs and the assumption that all plasma power is being deposited by filaments. 

However, slight sophistication of the latter assumption (i.e. 0.005 % to 0.4 % of the plasma power not assigned to 

the micro-discharges) has a major impact on the role of vibrational excitation in NH3 synthesis in a DBD plasma. 

Indeed, our model reveals that, as soon as not all power is assigned to the micro-discharges, vibrational excitation 

is important for enhanced dissociation of N2 in a (PB) DBD reactor, not only in the weaker uniform plasma but also 

during the strong micro-discharges. 
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Appendix 

A. Gas phase chemistry 

A.1. Reaction list 

Tables A.1 - A.4 list all rate coefficients of reactions between gas phase species in the model, except for 

detailed interactions between the various vibrationally excited states, which are described in Section A.2. In the 

tables, X,V and E indicate the ground state, vibrational levels and electronically excited states of a certain species 

(see Table 1 in the main text). The temperatures are given in Kelvin unless otherwise noted. Sometimes an effective 

ion temperature 𝑇𝑖𝑜𝑛 is used [64]. 

Table A.1 contains the electron impact reactions, and for most of them the rates are calculated from cross 

sections, indicated by 𝜎(𝜖). The de-excitation rates are calculated using detailed balancing [54]. The rate 

coefficients (in cm3s-1) of G34, G35 and G36 are fits as a function of the electron temperature, adopted from [65]. 

 𝑘𝐺34 = 7.51 × 10−9 − 1.12 × 10−9𝑇𝑒[eV]1 + 1.03 × 10−10𝑇𝑒[eV]2 

𝑘𝐺34 = 𝑘𝐺34 = −4.15 × 10−12𝑇𝑒[eV]3 + 5.86 × 10−14𝑇𝑒[eV]4 
(A1) 

   

 𝑘𝐺35 = 𝑘𝐺36 = 0.5 × (8.39 × 10−9 + 3.02 × 10−9𝑇𝑒[eV]1 − 3.80 × 10−10𝑇𝑒[eV]2 

𝑘𝐺35 = 𝑘𝐺36 = 𝑘𝐺35 = +1.31 × 10−11𝑇𝑒[eV]3 + 2.42 × 10−13𝑇𝑒[eV]4 

𝑘𝐺35 = 𝑘𝐺36 = 𝑘𝐺35 = −2.30 × 10−14𝑇𝑒[eV]5 + 3.55 × 10−16𝑇𝑒[eV]6) 

(A2) 

   

Table A.2 lists the neutral-neutral collisions, Table A.3 presents the ion-neutral collisions, while Table A.4 

shows the positive – negative ion collisions included in the model. The three-body collisions in Tables A.2 and A.4 

are from [66], which are multiplied by (1 380⁄ ) (cf. ref [49]) to account for the reaction taking place at atmospheric 

pressure (760 Torr) [49], as opposed to low pressure (2 Torr) [66]. 

In Table A.4, the recombination and three-body recombination reactions all have the same rate coefficient. 
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Table A.1. Electron-impact reactions in the plasma kinetics model. X, V and E indicate the ground state, vibrational levels and electronically 

excited states of a certain species (see Table 1 in the main text). A reaction involving any type of gas phase species is indicated with M′. The 

temperatures are given in Kelvin unless otherwise noted. 

 Excitation    

G1 e + H2(X, V) → H2(E) + e 𝜎(𝜖) [67] 1,2 

G2 e + N2(X, V) → N2(E) + e 𝜎(𝜖) [67] 1,2 

G3 e + N → N(E) + e 𝜎(𝜖) [67] 1 

 De-excitation    

G4 e + H2(E) → H2 + e   3 

G5 e + N2(E) → N2 + e   3 

 Ionization    

G6 e + N2(X, V, E) → N2
+ + e + e 𝜎(𝜖) [68] 1,2 

G7 e + H2(X, V) → H2
+ + e + e 𝜎(𝜖) [67] 1,2 

G9 e + N → N+ + e + e 𝜎(𝜖) [67] 1 

G10 e + H → H+ + e + e 𝜎(𝜖) [68] 1 

G11 e + NH → NH+ + e + e 𝜎(𝜖) [69] 1 

G12 e + NH2 → NH2
+ + e + e 𝜎(𝜖) [69] 1 

G13 e + NH3 → NH3
+ + e + e 𝜎(𝜖) [69] 1 

 Dissociative Ionization    

G14 e + N2(X, V) → N+ + N + e + e 𝜎(𝜖) [70] 1 

G15 e + H2 → H + H+ + e + e 𝜎(𝜖) [71] 1 

G16 e + NH → H + N+ + e + e 𝜎(𝜖) [69] 1 

G17 e + NH2 → H + NH+ + e + e 𝜎(𝜖) [69] 1 

G18 e + NH3 → H + NH2
+ + e + e 𝜎(𝜖) [69] 1 

 Dissociation    

G19 e + H2 → H + H + e 𝜎(𝜖) [71] 1 

G20 e + N2(X, V, E) → N + N + e 𝜎(𝜖) [67] 1,2 

G21 e + NH → N + H + e 5.0 × 10−8 𝑇𝑒[eV]0.5 exp(− 8.6 𝑇𝑒[eV]⁄ ) [65]  

G22 e + NH2 → N + H2 + e 5.0 × 10−8 𝑇𝑒[eV]0.5 exp(− 7.6 𝑇𝑒[eV]⁄ ) [65]  

G23 e + NH2 → NH + H + e 5.0 × 10−8 𝑇𝑒[eV]0.5 exp(− 7.6 𝑇𝑒[eV]⁄ ) [65]  

G24 e + NH3 → NH2 + H + e 5.0 × 10−8 𝑇𝑒[eV]0.5 exp(− 4.4 𝑇𝑒[eV]⁄ ) [65]  

G25 e + NH3 → NH + H2 + e 5.0 × 10−8 𝑇𝑒[eV]0.5 exp(− 5.5 𝑇𝑒[eV]⁄ ) [65]  

 (Dissociative) recombination    

 G26 e + N2
+ → N + N 0.50 × 1.8 × 10−7(300 𝑇𝑒⁄ )0.39 [64]  

 G27 e + N2
+ → N + N( D 

2 0) 0.45 × 1.8 × 10−7(300 𝑇𝑒⁄ )0.39 [64]  

G28 e + N2
+ → N + N( P 

2 0) 0.05 × 1.8 × 10−7(300 𝑇𝑒⁄ )0.39 [64]  

G29 e + N3
+ → N2 + N 2.0 × 10−7(300 𝑇𝑒⁄ )0.5 [64]  

G30 e + N3
+ → N2(A3) + N 6.91 × 10−8𝑇𝑒[eV]−0.5 [72]  

G31 e + N3
+ → N2(B3) + N 6.91 × 10−8𝑇𝑒[eV]−0.5 [72]  

G32 e + N4
+ → N2 + N2 2.3 × 10−6(300 𝑇𝑒⁄ )0.53 [64]  

G33 e + N4
+ → N2 + N + N 3.13 × 10−7𝑇𝑒[eV]−0.41 [72]  

G34 e + H2
+ → H + H see Eq. A1 [65] 4 

G35 e + H3
+ → H + H + H see Eq. A2 [65] 4 

G36 e + H3
+ → H2 + H see Eq. A2 [65] 4 

G37 e + NH+ → N + H 4.30 × 10−8(0.026 𝑇𝑒[eV]⁄ )0.5 [65]  

G38 e + NH2
+ → NH + H 1.02 × 10−7(0.026 𝑇𝑒[eV]⁄ )0.4 [65]  

G39 e + NH2
+ → N + H + H 1.98 × 10−7(0.026 𝑇𝑒[eV]⁄ )0.4 [65]  

G40 e + NH3
+ → NH + H + H 1.55 × 10−7(0.026 𝑇𝑒[eV]⁄ )0.5 [65]  
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G41 e + NH3
+ → NH2 + H 1.55 × 10−7(0.026 𝑇𝑒[eV]⁄ )0.5 [65]  

G42 e + NH4
+ → NH3 + H 8.01 × 10−7(0.026 𝑇𝑒[eV]⁄ )0.605 [65]  

G43 e + NH4
+ → NH2 + H + H 1.23 × 10−7(0.026 𝑇𝑒[eV]⁄ )0.605 [65]  

G44 e + N2H+ → N2 + H 7.1 × 10−7(0.026 𝑇𝑒[eV]⁄ )0.72 [65]  

 Three-body recombination    

G45 e + N+ + e → N + e 7.0 × 10−20(300 𝑇𝑒⁄ )4.5 [64]  

G46 e + N+ + M′ → N + M′ 6.0 × 10−27(300 𝑇𝑒⁄ )1.5 [73]  

G47 e + N2
+ + e → N2 + e 1.0 × 10−19(𝑇𝑒 300⁄ )−4.5 [73]  

G48 e + N2
+ + M′ → N2 + M′ 2.49 × 10−29𝑇𝑒[eV]−1.5 [72]  

 Attachment    

G49 e + H2(X, V) → H + H− 𝜎(𝜖) [74], [75] 1,5 
 

1 The rate coefficient is calculated from the electron impact cross section 𝜎(𝜖) using BOLSIG+ [54]. The 

reference of the cross section is given. 
2 The cross section threshold energy is reduced when the reaction takes places from an excited state. 

3 The rate coefficients for de-excitation processes are calculated using detailed balancing [54]. 
4 The rate coefficients are fits as a function of the electron temperature, given in Equation A1 and A2 [65]. 
5 The cross section data is resolved for each individual vibrational state [74], [75]. 

 

Table A.2. Neutral-neutral collisions in the plasma kinetics model. X and V indicate the ground state and vibrational levels of a certain species 

(see Table 1 in the main text). A reaction involving any type of neutral gas phase species is indicated with M. Optionally, M is specified after 

a group of reactions. The temperatures are given in Kelvin. 

 Neutral-neutral collisions    

G50 N2(X, V) + M → N + N + M 8.37 × 10−4(𝑇𝑔 298⁄ )
−3.50

exp(− 113710 𝑇𝑔⁄ ) [76] 1 

G51 N( D 
2 0) + M → N + M 2.4 × 10−14 [77]  

G52 N( P 
2 0) + N → N( D 

2 0) + N 1.8 × 10−12 [64]  

G53 N( P 
2 0) + N2 → N + N2 2.0 × 10−18 [64]  

G54 N2(a′1) + N → N2 + N 2.0 × 10−11 [77]  

G55 N2(a′1) + N2 → N2 + N2 3.7 × 10−16 [77]  

G56 N2(a′1) + N2 → N2(B3) + N2 1.9 × 10−13 [64]  

G57 N2(A3) + N → N2 + N( P 
2 0) 4.0 × 10−11(300 𝑇𝑔⁄ )

0.667
 [64]  

G58 N2(A3) + N → N2 + N 2.0 × 10−12 [64]  

G59 N2(A3) + N2 → N2 + N2 3.0 × 10−16 [64]  

G60 N2(A3) + N2(A3) → N2 + N2(A3) 2.0 × 10−12 [77]  

G61 N2(A3) + N2(A3) → N2 + N2(B3) 3.0 × 10−10 [64]  

G62 N2(A3) + N2(A3) → N2 + N2(C3) 1.5 × 10−10 [64]  

G63 N2(B3) + N2 → N2 + N2 2.0 × 10−12 [64]  

G64 N2(B3) + N2 → N2(A3) + N2 3.0 × 10−11 [64]  

G65 N2(C3) + N2 → N2(a′1) + N2 1.0 × 10−11 [64]  

G66 N + NH → H + N2 5 × 10−11 [66]  

G67 H + NH → N + H2 5.4 × 10−11 exp(− 165 𝑇𝑔⁄ ) [66]  

G68 NH + NH → H2 + N2 5 × 10−14(𝑇𝑔 300⁄ ) [66]  

G69 NH + NH → N + NH2 1.7 × 10−12(𝑇𝑔 300⁄ )
1.5

 [66]  

G70 NH + NH → N2 + H + H 8.5 × 10−11 [66]  

G71 H + NH2 → H2 + NH 6.6 × 10−11 exp(− 1840 𝑇𝑔⁄ ) [66]  

G72 N + NH2 → N2 + H + H 1.2 × 10−10 [66]  

G73 N + NH2 → N2 + H2 1.2 × 10−10 [66]  
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G74 NH + NH2 → NH3 + N 1.66 × 10−12 [66]  

G75 H2(V) + N → NH + H 4.0 × 10−10(𝑇𝑔 300⁄ )
0.5

exp(− 16600 𝑇𝑔⁄ ) [66] 2 

G76 H2 + NH2 → NH3 + H 5.4 × 10−11 exp(− 6492 𝑇𝑔⁄ ) [66]  

G77 H + NH3 → NH2 + H2 8.4 × 10−14(𝑇𝑔 300⁄ )
4.1

exp(− 4760 𝑇𝑔⁄ ) [66]  

G78 N2(A3) + H → N2 + H 5 × 10−11 [66]  

G79 N2(A3) + H2 → N2 + H + H 2 × 10−10 exp(− 3500 𝑇𝑔⁄ ) [66]  

G80 N2(A3) + NH3 → N2 + NH3 1.6 × 10−10 [66]  

G81 N2(B3) + H2 → N2(A3) + H2 2.5 × 10−11 [66]  

G82 N2(a′1) + H → N2 + H 1.5 × 10−11 [66]  

G83 N2(a′1) + H2 → N2 + H + H 2.6 × 10−11 [66]  

G84 N + H2(E) → H + NH 4.0 × 10−10(𝑇𝑔 300⁄ )
0.5

 [49]  

G85 N( D 
2 0) + H2 → H + NH 2.3 × 10−12 [66]  

G86 N( D 
2 0) + NH3 → NH + NH2 1.1 × 10−10 [66]  

G87 N( P 
2 0) + H2 → H + NH 2.5 × 10−14 [66]  

 Three-body collisions    

G88 N + N + M → N2 + M 1.38 ×−33 exp(502.978 𝑇𝑔⁄ ) [78]  

G89 N + N + N → N2(A3) + N 1.0 × 10−32 [64]  

G90 N + N + N → N2(B3) + N 1.4 × 10−32 [64]  

G91 N + N + N2 → N2(A3) + N2 1.7 × 10−33 [64]  

G92 N + N + N2 → N2(B3) + N2 2.4 × 10−33 [64]  

G93 N + N + H2 → N2 + H2 (1 380⁄ ) × 8.3 × 10−34 exp(500 𝑇𝑔⁄ ) [66] 3 

G94 H + H + N2 → H2 + N2 (1 380⁄ ) × 8.3 × 10−33(300 𝑇𝑔⁄ ) [66] 3 

G95 H + N + M → NH + M (1 380⁄ ) × 1.0 × 10−33 [66] 3 

G96 N + H2 + M → NH2 + M (1 380⁄ ) × 1.0 × 10−34 [66] 3 

G97 H + NH + M → NH2 + M (1 380⁄ ) × 1.0 × 10−32 [66] 3 

G98 H + NH2 + M → NH3 + M (1 380⁄ ) × 5.5 × 10−30 [66] 3 

G99 NH + H2 + M → NH3 + M (1 380⁄ ) × 2.5 × 10−35(𝑇𝑔 300⁄ ) exp(1700 𝑇𝑔⁄ ) [66] 3 

 M = N2(X, V), H2(X, V)    

G100 N + N + H2 → N2(A3) + H2 (1 380⁄ ) × 1.7 × 10−33 [66] 3 

G101 N + N + H → N2(A3) + H (1 380⁄ ) × 1.0 × 10−32 [66] 3 

G102 N + N + H2 → N2(B3) + H2 (1 380⁄ ) × 2.4 × 10−33 [66] 3 

G103 N + N + H → N2(B3) + H (1 380⁄ ) × 1.4 × 10−32 [66] 3 

G104 H + H + H2 → H2 + H2 (1 380⁄ ) × 8.8 × 10−33(300 𝑇𝑔⁄ )
0.6

 [66] 3 

 Ionization processes    

G105 N + N → N2
+ + e 2.7 × 10−11 exp(− 67400 𝑇𝑔⁄ ) [64]  

G106 N2(a′1) + N2(a′1) → N2
+ + N2 + e 5.0 × 10−13 [77]  

G107 N2(a′1) + N2(a′1) → N4
+ + e 1.0 × 10−11 [64]  

G108 N2(a′1) + N2(a′1) → N4
+ + e 4.0 × 10−12 [64]  

G109 N2(A3) + N2(a′1) → N2
+ + N2 + e 1.0 × 10−12 [77]  

 Radiative decay    

G110 N2(A3) → N2 0.5 [64]  

G111 N2(B3) → N2(A3) 1.34 × 105 [64]  

G112 N2(a′1) → N2 1.0 × 102 [64]  

G113 N2(C3) → N2(B3) 2.45 × 107 [64]  
 

1 The rate coefficient is scaled according to the Fridmann-Macheret alpha-model [79] with 𝛼 = 1 [76]. 
2 The reaction only occurs for the vibrational levels [66]. The reported rate coefficient is scaled according to the 

Fridmann-Macheret alpha-model [79] with 𝛼 = 0.3 [66]. 
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3 The rate coefficients of the three-body collisions are multiplied by (1⁄380) to account for the reaction taking 

place at atmospheric pressure [49], opposed to low pressure [66]. 

 

Table A.3. Ion-neutral collisions in the plasma kinetics model. X and V indicate the ground state and vibrational levels of a certain species 

(see Table 1 in the main text). The temperatures are given in Kelvin. An effective ion temperature 𝑇𝑖𝑜𝑛 is used [64]. 

 Ion-neutral collisions    

G114 N+ + H2 → NH+ + H 5.0 × 10−10 [80]  

G115 N+ + NH3 → NH2
+ + NH 0.20 × 2.35 × 10−9 [80]  

G116 N+ + NH3 → NH3
+ + N 0.71 × 2.35 × 10−9 [80]  

G117 N+ + NH3 → N2H+ + H2 0.09 × 2.35 × 10−9 [80]  

G118 N2
+ + N → N+ + N2 7.2 × 10−13(𝑇𝑖𝑜𝑛 300⁄ ) [64]  

G119 N2
+ + H2 → N2H+ + H 2.00 × 10−9 [65]  

G120 N2
+ + N2(A3) → N3

+ + N 3.0 × 10−10 [81]  

G121 N2
+ + NH3 → NH3

+ + N2 1.95 × 10−9 [65]  

G122 N3
+ + N → N2

+ + N2 6.6 × 10−11 [64]  

G123 N4
+ + N → N+ + N2 + N2 1.0 × 10−11 [64]  

G124 N4
+ + N2 → N2

+ + N2 + N2 2.1 × 10−16 exp(𝑇𝑖𝑜𝑛 121⁄ ) [64]  

G125 H+ + NH3 → NH3
+ + H 5.20 × 10−9 [80]  

G126 H2
+ + H → H+ + H2 6.4 × 10−10 [65]  

G127 H2
+ + H2 → H3

+ + H 2.0 × 10−9 [65]  

G128 H2
+ + N2 → N2H+ + H 2.00 × 10−9 [80]  

G129 H2
+ + NH3 → NH3

+ + H2 5.70 × 10−9 [80]  

G130 NH+ + H2 → H3
+ + N 0.15 × 1.23 × 10−9 [80]  

G131 NH+ + H2 → NH2
+ + H 0.85 × 1.23 × 10−9 [80]  

G132 NH+ + NH3 → NH3
+ + NH 0.75 × 2.40 × 10−9 [80]  

G133 NH+ + NH3 → NH4
+ + N 0.25 × 2.40 × 10−9 [80]  

G134 NH+ + N2 → N2H+  + N 6.50 × 10−10 [80]  

G135 NH2
+ + H2 → NH3

+ + H 1.95 × 10−10 [80]  

G136 NH2
+ + NH3 → NH3

+ + NH2 0.5 × 2.30 × 10−9 [80]  

G137 NH2
+ + NH3 → NH4

+ + NH 0.5 × 2.30 × 10−9 [80]  

G138 NH3
+ + NH3 → NH4

+ + NH2 2.10 × 10−9 [80]  

G139 N2H+ + NH3 → NH4
+ + N2 2.3 × 10−9 [80]  

 Ion-neutral three-body collisions    

G140 N2
+ + N + N2 → N3

+ + N2 9.0 × 10−30 exp(400 𝑇𝑖𝑜𝑛⁄ ) [64]  

G141 N+ + N2 + N2(X, V) → N3
+ + N2 1.7 × 10−29(300 𝑇𝑖𝑜𝑛⁄ )2.1 [64]  

G142 N2
+ + N2 + N2(X, V) → N4

+ + N2 5.2 × 10−29(300 𝑇𝑖𝑜𝑛⁄ )2.2 [64]  

G143 N+ + N + N2 → N2
+ + N2 1.0 × 10−29 [64]  
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Table A.4. Positive - negative ion recombination collisions in the plasma kinetics model. X and V indicates the ground state and vibrational 

levels of a certain species (see Table 1 in the main text). The third colliding particle is indicated with M and specified after the group of 

reactions. The temperatures are given in Kelvin. Within each type of reaction, all reactions are assumed to have the same rate coefficient. 

 H−  recombination 2.0 × 10−7(300 𝑇𝑔⁄ ) [66] 
 

G144 H− + H2
+ → H + H + H    

G145 H− + H3
+ → H2 + H + H    

G146 H− + N2
+ → N2 + H    

G147 H− + N4
+ → N2 + N2 + H    

G158 H− + N2H+ → H2 + N2    

 H− three-body recombination (1 380⁄ ) × 2 × 10−25(300 𝑇𝑔⁄ )
2.5

 [66] 
1 

G149 H− + H2
+ + M → H2 + H + N2    

G150 H− + H3
+ + M → H2 + H2 + M    

G151 H− + N2
+ + M → N2 + H + M    

G152 H− + N4
+ + M → N2 + N2 + H + M    

G153 H− + N2H+ + M → H2 + N2 + M    

 M = N2(X, V), H2(X, V), N, H    

 

1 The rate coefficients of the three-body collisions are multiplied by (1⁄380) to account for the reaction taking 

place at atmospheric pressure [49], as opposed to low pressure [66]. 

 

A.2. Vibrational kinetics 

Tables A.1 - A.4 indicated some reactions (G1, G2, G6, G7, G14, G20, G49, G95-99, G141, G142 and 

G149-153) which are also considered for the vibrational levels. For reactions G1, G2, G6, G7 and G20, the 

corresponding cross section threshold energy is scaled according to the vibrational energy, while G14 assumes the 

same cross section. Reaction G49, i.e. dissociative attachment of H2, uses a vibrationally resolved cross section set 

[74], [75]. The ground state rate coefficient expressions are used for the vibrational states in reactions G95-99, 

G141, G142 and G149-153. Furthermore, Table A.2 includes H2(V) + N → NH + H (G75), which only occurs for 

the vibrational levels [66]. The reported rate coefficient, in Table A.2, is scaled according to the Fridmann-Macheret 

alpha-model [79] with 𝛼 = 0.3 [66]. The same principle is applied to G50 (Table A.2) with 𝛼 = 1 [76]. 

The remaining processes involving the vibrational levels are listed here, with the rate coefficient 

expressions, given according to their respective references. 

We include excitation and de-excitation of both N2(V) and H2(V) through the vibrationally resolved 

resonant vibrational excitation cross sections from the Phys4Entry database [57], [61], [62], [82]. 

 e + N2(v) ↔ N2(v′ > v) + e, v = 1 … 24 (A3) 
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 e + H2(v) ↔ H2(v′ > v) + e, v = 1 … 3 (A4) 

   

Similarly, for H2(V) we included the vibrationally resolved dissociative attachment, as already indicated in Table 

A.1 (G49) [74], [75]. 

Finally, we included various vibrational-translational (VT) and vibrational-vibrational (VV) relaxation 

processes, which will be listed here. For the actual calculations or rate coefficient expressions we refer to the 

respective publications. N2-N VT relaxation is included using the rate coefficient calculated by Esposito et al. [59]  

 N2(v) + N ↔ N2(v′ < v) + N, v = 1 … 24  (A5) 

   

which includes all the individual single and multi-quantum jumps.  

The N2-N2 VT relaxation 

 N2(v) + N2 ↔ N2(v − 1) + N2, v = 1 … 24 (A6) 

   

and the N2-N2 VV relaxation 

 N2(v + 1) + N2(w) ↔ N2(v) + N2(w + 1), v = 1 … 24, w < v  (A7) 

   

are adopted from Adamovich et al. [58]. They are fitted, as a function of temperature, to an appropriate rate 

coefficient expression.  

The H2-H2 VT relaxation 

 H2(v) + H2 ↔ H2(v − 1) + H2, v = 1 … 3 (A8) 

   

and the H2-H2 VV relaxation 

 H2(v + 1) + H2(w) ↔ H2(v) + H2(w + 1), v = 1 … 3, w < v  (A9) 
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are implemented using the SSH (Schwartz, Slawsky and Herzfeld) theory [64], [83]. The SSH theory rates are also 

fitted to an appropriate temperature dependent expression. The SSH theory is also used for H2-H VT relaxation, 

adopted from Gordiets et al. [66] 

 H2(v) + H ↔ H2(v − 1) + H, v = 1 … 3 (A10) 

   

 H2(v) + H ↔ H2 + H, v = 1 … 3 (A11) 

   

where only the individual one-quantum transitions are included. Multi-quantum processes use a rate coefficient that 

represents the effective sum of all the transitions [66]. The relaxations between nitrogen and hydrogen are also after 

Gordiets et al., using the SSH theory. N2-H2 VT, N2-H VT (with similar treatment of one- and multi-quantum jumps 

to H2-H VT relaxation, i.e. processes A10 and A11) and H2-N2 VV relaxation, respectively, are included. 

 N2(v) + H2 ↔ N2(v − 1) + H2, v = 1 … 8 (A12) 

   

 N2(v) + H ↔ N2(v − 1) + H, v = 1 … 8 (A13) 

   

 N2(v) + H ↔ N2 + H, v = 1 … 8 (A14) 

   

 H2(v) + N2(w − 1) ↔ H2(v − 1) + N2(w), v = 1 … 3, w = 1 … 8 (A15) 

   

H2-N2 VT relaxation is insignificant compared to the other processes, while two-quantum N2-H2 VV relaxations are 

included [66]. 

 N2(v) + H2(w − 1) ↔ N2(v − 2) + H2(w), v = 2 … 8, w = 1 … 3 (A16) 

   

 

B. Surface kinetics 
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We adopted the surface kinetics module from Hong et al. [49] and Shah et al. [52] and we adopted their 

sticking probability values for metal surfaces. The rate coefficients are calculated using Chantry’s formula [65], 

[84]. 

Table B.1 lists the reactions included in the surface model, together with the relevant parameters to calculate 

their rate coefficients. In total, wall relaxation (wall), direct adsorption (ads), Eley-Rideal (ER), Langmuir-

Hinshelwood (LH) and dissociative adsorption (dads) are taken into account. 

Table B.1. Surface reactions included in the model, together with the sticking probabilities 𝛾 or relevant energies 𝐸, corresponding to metal 

surfaces, and the references from where those values are adopted. X and V indicate the ground state and vibrational levels of a certain species 

(see Table 1 in the main text). 

# Wall relaxation  Ref. 

S1 N2(A3) → N2 𝛾𝑤𝑎𝑙𝑙 = 1 × 10−3 [66] 

S2 N2(A1) → N2(B3) 𝛾𝑤𝑎𝑙𝑙 = 1 × 10−3 [66] 

S3 H2(E) → H2 𝛾𝑤𝑎𝑙𝑙 = 1 × 10−3 [66] 

S4 N2(V) → N2(V − 1) 𝛾𝑤𝑎𝑙𝑙 = 1 × 10−4 [66] 

S5 H2(V) → H2(V − 1) 𝛾𝑤𝑎𝑙𝑙 = 4.5 × 10−4 [66] 

 Direct adsorption   

S6 N(X, E) + surf → N(s) 𝛾𝑎𝑑𝑠 = 1 [65] 

S7 H + surf → H(s) 𝛾𝑎𝑑𝑠 = 1 [65] 

S8 NH + surf → NH(s) 𝛾𝑎𝑑𝑠 = 1 [65] 

S9 NH2 + surf → NH2(s) 𝛾𝑎𝑑𝑠 = 1 [65] 

 Eley-Rideal   

S10 N(X, E) + N(s) → N2 + surf 𝛾𝐸𝑅 = 6 × 10−3 [65] 

S11 H + H(s) → H2 + surf 𝛾𝐸𝑅 = 1.5 × 10−3 [65] 

S12 N(X, E) + H(s) → NH(s) 𝛾𝐸𝑅 = 1 × 10−2 [65] 

S13 NH + H(s) → NH2(s) 𝛾𝐸𝑅 = 1 × 10−2 [65] 

S14 H + N(s) → NH(s) 𝛾𝐸𝑅 = 8 × 10−3 [65] 

S15 H + NH(s) → NH2(s) 𝛾𝐸𝑅 = 8 × 10−3 [65] 

 Eley-Rideal: NH3 formation   

S17 NH2 + H(s) → NH3 + surf 𝛾𝐸𝑅 = 1 × 10−2 [65] 

S18 H + NH2(s) → NH3 + surf 𝛾𝐸𝑅 = 8 × 10−3 [65] 

S19 H2(X, V) + NH(s) → NH3 + surf 𝛾𝐸𝑅 = 8 × 10−4 [65] 

 Langmuir-Hinshelwood   

S20 N(s) + H(s) → NH(s) + surf 
𝐸𝑎 = 1.099 eV 

𝐸𝑑 = 0.2 eV 
[49] 

S21 NH(s) + H(s) → NH2(s) + surf 
𝐸𝑎 = 0.3 eV 
𝐸𝑑 = 0.2 eV 

[65] 

S22 NH2(s) + H(s) → NH3 + surf + surf 
𝐸𝑎 = 0.2 eV 
𝐸𝑑 = 0.2 eV 

[65] 

 Dissociative adsorption   

S23 N2(X, V) + surf + surf → N(s) + N(s) 𝛾̅𝑑𝑎𝑑𝑠,𝑁2
(X, V) [85], [86] 

S24 N2(E) + surf + surf → N(s) + N(s) 𝛾𝑑𝑎𝑑𝑠 = 1 × 10−1 [49] 

S25 H2 + surf + surf → H(s) + H(s) 𝛾𝑑𝑎𝑑𝑠 = 1 × 10−3 [49] 
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S26 H2(V = 1) + surf + surf → H(s) + H(s) 𝛾𝑑𝑎𝑑𝑠 = 1 × 10−2 [49] 

S27 H2(V = 2) + surf + surf → H(s) + H(s) 𝛾𝑑𝑎𝑑𝑠 = 5 × 10−2 [49] 

S28 H2(V ≥ 3) + surf + surf → H(s) + H(s) 𝛾𝑑𝑎𝑑𝑠 = 1 × 10−1 [49] 

S29 H2(E) + surf + surf → H(s) + H(s) 𝛾𝑑𝑎𝑑𝑠 = 1 × 10−2 [49] 

 

The rate coefficients are calculated with equations B1 - B5, for the various processes. In those equations, 𝛾 

is the sticking probability, 𝑣̅ = √8𝑘𝐵𝑇 𝜋𝑚⁄  is the average velocity of the gas phase species in the reaction, (𝑉 𝐴⁄ ) 

is the volume to surface area ratio of the reactor, Λ is the diffusion length, 𝐷 is the diffusion coefficient, 𝜈 ≈ 10−13 

s-1
 is the surface diffusional jump frequency [87], 𝐸𝑑 is the diffusion energy barrier and 𝐸𝑎 is the activation energy. 

We assume the wall temperature 𝑇𝑤𝑎𝑙𝑙 equal to the gas temperature 𝑇𝑔 and 𝑘𝐵 is the Boltzmann constant. The total 

surface site density 𝑆𝑇 in cm-2 is used to convert the rate coefficients from s-1 to  

cm2s-1 or to cm4s-1 where appropriate. Subsequently, this rate is multiplied by (V A⁄ ) to convert the rate coefficients 

to cm3s-1 and cm6s-1, respectively – as already included in the equations. The volume to surface area ratio of the 

reactor (𝑉 𝐴⁄ ) and the total surface site density (𝑆𝑇) are adopted from [52]. 
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𝐸𝑎 + 𝐸𝑑

𝑘𝐵𝑇𝑤𝑎𝑙𝑙
) × 𝑆𝑇

−1 × (
𝑉

𝐴
) (B4) 

   

 
𝑘𝑑𝑎𝑑 = [

Λ2

𝐷
+ (

𝑉

𝐴
)

2(2 − 𝛾𝑑𝑎𝑑)

𝑣̅𝛾𝑑𝑎𝑑
]

−1

× 𝑆𝑇
−2 × (

𝑉

𝐴
)

2

 (B5) 
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The diffusion length is given by Λ = 𝑅/2.405, with 𝑅 the radius of the reactor. For a packed bed reactor 

we assume a reduced diffusion length Λ = 0.2 × 𝑅/2.405 [52]. 

The diffusion coefficients for N, H, N2, H2, NH and NH2 in both N2 and H2 were calculated from collision 

integrals [88], adopted by Murphy [89]. In addition, the NH2-NH2 interaction was calculated in a similar fashion as 

the NH-NH interaction, as described in [89] – using the force constants of NH and H instead of N and H. For any 

missing interaction, a combination rule was assumed [90]. In Table B.2 the adopted diffusion coefficients are listed, 

evaluated at 400 K. The actual diffusion coefficient for the mixing ratio of N2 and H2 is calculated using Blanc’s 

law [91]. 

Table B.2. Diffusion coefficients in N2 and H2 at 400 K, as used in the model. 

 𝐷𝑖𝑗 [m2s−1] 

𝑖 =  𝑗 = N2 𝑗 = H2 

N 6.910 × 10−5 2.234 × 10−4 
H 2.005 × 10−4 3.650 × 10−4 

N2 3.470 × 10−5 1.700 × 10−4 
H2 1.262 × 10−4 2.497 × 10−4 

NH 5.848 × 10−5 1.871 × 10−4 
NH2 5.260 × 10−5 1.681 × 10−4 

 

For the dissociative adsorption of N2 from the ground state and vibrationally excited states (S23), the 

sticking probability is given by 𝛾𝑑𝑎𝑑𝑠 = 𝛾̅𝑑𝑎𝑑𝑠,𝑁2
(V), which is the average sticking probability, with V = 0 … 10 

(V = 0 corresponds to X, i.e. the ground state in process S23 (Table B.1)). We calculated this average value with 

 
𝛾̅𝑑𝑎𝑑𝑠(V) =

∫ 𝑃(𝐸𝑧) × 𝛾𝑑𝑎𝑑𝑠(𝐸𝑧, V) 𝑑𝐸𝑧

∫ 𝑃(𝐸𝑧) 𝑑𝐸𝑧

 
(B6) 

   

where 𝐸𝑧 is the kinetic energy of a species hitting the surface, perpendicular to the surface itself and 𝑃(𝐸𝑧) is the 

probability distribution function, proportional to those species hitting the surface, given by [85], [86] 

 

𝑃(𝐸𝑧) =
1

√2𝜋𝑀𝑘𝐵𝑇𝑔

× √
𝐸𝑧

𝑘𝐵𝑇𝑔
× exp (−

𝐸𝑧

𝑘𝐵𝑇𝑔
) (B7) 

   

where 𝑀 is the mass of N2. The sticking probability, 𝛾𝑑𝑎𝑑𝑠(𝐸𝑧 , V), as a function of the kinetic energy and vibrational 

level of the incoming species, is given by [85], [86] 

 log10[𝛾𝑑𝑎𝑑𝑠(𝐸𝑧, V)] = 𝑎V + 𝑏V × [1 − exp(−𝑐V𝐸𝑧)] + [1 − exp(−𝑑V𝐸𝑧)] (B8) 
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where 𝑎V, 𝑏V, 𝑐V and 𝑑V are fit parameters, given in Table 1 of [86]. We assume the parameters of V = 10 for all 

vibrational levels higher than 10. 

C. Power density description in the model 

C.1. Derivation of the time-dependent power density function 

As described in Section 2.3 in the main text, we have defined the power density as a function of time. The 

individual micro-discharges are triangular power density pulses with a duration (i.e. width or life time), 𝜏𝑀𝐷. 

Initially, we take the actual pulse period 𝑇𝑃 = 𝑇𝐷/2𝑁𝑀𝐷, i.e. the discharge period over the number of micro-

discharges per period (2𝑁𝑀𝐷). This considers all the micro-discharges taking place anywhere in the reactor. 

In Section 2.3 we explained that individual molecules cannot be exposed to all the micro-discharges taking 

place throughout the whole reactor during a certain residence time 𝜏𝑟𝑒𝑠. This introduces a fraction of micro-

discharges to which the molecules are exposed: 𝜂𝑀𝐷 = 𝑣𝑇𝐷 𝐿𝑅⁄ = 𝑄𝑇𝐷 𝑉𝑅⁄ = 𝑇𝐷/𝜏𝑟𝑒𝑠, where 𝑣 and 𝑄 are the gas 

velocity and flow rate, respectively, and 𝐿𝑅 and 𝑉𝑅 are the reactor length and volume, respectively. Because of this 

concept, we actually use a modified pulse period 𝑇𝑃
𝜂

= 𝑇𝑃/𝜂𝑀𝐷, which reduces to 𝑇𝑃
𝜂

= 𝜏𝑟𝑒𝑠/2𝑁𝑀𝐷. We centre the 

actual pulse around 𝑡0
𝜂

= 𝑇𝑃
𝜂

/2. All definitions related to the periodic micro-discharge pulses are depicted on the x-

axis of Figure C.1. 

 

Figure C.1. Definition of the power density pulse in time (Eq. C1), with 𝑝𝑚𝑎𝑥 and 𝑝𝑚𝑖𝑛 being the maximum power density in the pulse and 

the power density in between the pulses, respectively, 𝜏𝑀𝐷 the micro-discharge life time, 𝑁𝑀𝐷 the number of micro-discharges per half cycle, 

𝜂𝑀𝐷 the fraction of micro-discharges to which molecules are exposed (depicted here as 𝜂𝑀𝐷 = 1/3), 𝑇𝐷 the discharge period, 𝑇𝑃 the pulse 

period based on all micro-discharges that occur throughout the whole reactor and 𝑡0
𝜂
 the pulse location and 𝑇𝑃

𝜂
 the pulse period corresponding 

to the micro-discharges to which individual molecules are exposed to (on average). 
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We define the average power density 𝑝̅ = 𝑃/𝑉, in which 𝑃 is the total plasma power (i.e. as determined 

from an experimental setup) and 𝑉 is the chosen discharge volume in which the total plasma power is deposited. 

Both the total plasma power and the chosen discharge volume are constants in our model description. In the periodic 

power density function, 𝑝(𝑡), we define the maximum and minimum power density values, 𝑝𝑚𝑎𝑥 and 𝑝𝑚𝑖𝑛, as 

depicted in Figure C.1. The (piecewise) power density function can be given by 

 
𝑝𝜂(𝑡𝑚𝑜𝑑

𝜂
) = (𝑝𝑚𝑎𝑥 − 𝑝𝑚𝑖𝑛) ×

2

𝜏𝑀𝐷
× max [(

𝜏𝑀𝐷

2
− |𝑡𝑚𝑜𝑑

𝜂
− 𝑡0|) , 0] + 𝑝𝑚𝑖𝑛 (C1) 

   

where the periodicity is achieved by using 𝑡𝑚𝑜𝑑
𝜂

= 𝑡 mod 𝑇𝑃
𝜂
. If we consider all the micro-discharges that take place 

in the reactor (i.e. dropping the superscript 𝜂), we can rewrite the average power density 𝑝̅ = 𝑃/𝑉, during a single 

pulse period as 

 

𝑝̅ =
𝑃

𝑉
=

1

𝑇𝑃
∫ 𝑝(𝑡)

𝑇𝑃

0

𝑑𝑡 

= (𝑝𝑚𝑎𝑥 − 𝑝𝑚𝑖𝑛)
𝜏𝑀𝐷

2𝑇𝑃
+ 𝑝𝑚𝑖𝑛 

= [(1 − 𝛾)
𝜏𝑀𝐷

2𝑇𝑃
+ 𝛾] 𝑝𝑚𝑎𝑥 

(C2) 

   

where we define 𝑝𝑚𝑖𝑛 = 𝛾𝑝𝑚𝑎𝑥 by introducing the power density distribution factor 𝛾 ∈ [0,1]. The first term in the 

summation in Equation C2 represents the micro-discharges and the second term represents a uniform plasma 

component that is always present. The maximum power density follows from Equation C2 as 

 
𝑝𝑚𝑎𝑥 =

𝑃/𝑉

(1 − 𝛾)
𝜏𝑀𝐷
2𝑇𝑃

+ 𝛾
 (C3) 

   

The total plasma power 𝑃 can then also be considered as the sum of the power deposited into the plasma by 

the micro-discharges, 𝑃𝑀𝐷, and by the uniform plasma, 𝑃𝑈, i.e. 

 𝑃 = 𝑃𝑀𝐷 + 𝑃𝑈 (C4) 
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Because the power attributed to the micro-discharges is deposited locally, instead of uniformly throughout the 

reactor, we have to apply the fraction of micro-discharges 𝜂𝑀𝐷, if we consider individual molecules flowing through 

the reactor. The total power 𝑃𝜂 deposited into the molecules is then 

 𝑃𝜂 = 𝑃𝑀𝐷
𝜂

+ 𝑃𝑈 = 𝜂𝑀𝐷𝑃𝑀𝐷 + 𝑃𝑈 (C5) 

   

Thus, in principle, our model will consider the total power deposited into the molecules, 𝑃𝜂, instead of the total 

plasma power, 𝑃, i.e. a lower total power. 

By taking the average of 𝑝𝜂(𝑡) (Eq. C1), analogous to Equation C2, and separately integrating the first and 

second term in the resulting summation (cf. Eq. C2) over the discharge volume, we receive relationships between 

the total power components and the power density distribution factor as follows 

 

𝑃𝑀𝐷
𝜂

= [

(1 − 𝛾)
𝜏𝑀𝐷

2𝑇𝑃
𝜂

(1 − 𝛾)
𝜏𝑀𝐷
2𝑇𝑃

+ 𝛾
] 𝑃 (C6) 

   

 

𝑃𝑈 = [
𝛾

(1 − 𝛾)
𝜏𝑀𝐷
2𝑇𝑃

+ 𝛾
] 𝑃 (C7) 

   

Those relationships can be used to determine the fraction of power attributed to the micro-discharges and the 

uniform plasma. 

As a final remark, we would like to point out that in this paper we chose to study the power density 

distribution factor 𝛾 instead of a direct distribution of the power, because this allows us to confine ourselves to a 

choice of the total plasma power 𝑃 and a single choice of the discharge volume 𝑉. Furthermore, we believe that 

making such an actual distinction in experiments requires further sophistication of the calculations typically 

performed on the current, voltage and charge characteristics of a DBD. 
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C.2. Choice of discharge volume 

In order to calculate the maximum and minimum power densities in the pulse, the average power density is 

required and this requires a choice of the relevant discharge volume 𝑉. We assume the latter to be equal to: 𝑉 =

2𝑁𝑀𝐷 ∙ 10−5 cm3. The latter value (10−5 cm3) was chosen based on calculations of single filament volumes (1.6 ∙

10−5 cm3 in [60]) and approximated volumes of single voids in a DBD reactor packed with spherical beads, because 

various kinds of local micro-discharges are known to occur in between the packing material [33]. Using the void 

sphere radii calculated in [92] and the bead sizes studied in [17], values for single void volumes in the order of 10−3 

to 10−7 cm3 were retrieved. 

Thus we model the full plasma reactor, in the sense that we consider the full residence time of the gas 

flowing through the reactor. However, in this model definition, the reactor volume is only used in converting the 

rate coefficients of the surface kinetic processes (see Appendix B). In relation to the actual plasma power, we 

consider a specific volume in which this power is deposited, i.e. the discharge volume, which represents all the 

micro-discharges during a single discharge period, because the experimentally measured power is measured during 

a single discharge period (typically the average is taken over several full periods). 

C.3. Describing packed bed DBDs 

One motivation for the development of this new model approach (Section 2.3 and Appendix C), is to be 

able to describe a PB reactor. Being able to systematically describe an unpacked and packed reactor, and distinguish 

them from each other, in 0D plasma chemistry modelling is of high interest. As a summary, accounting for PB 

DBDs in our model is achieved in multiple ways. First, through the introduction of the fraction of micro-discharges 

𝜂𝑀𝐷, which uses the gas velocity, the flow rate or residence time. In PB reactors, the gas volume in the reactor may 

be different for different packing configurations (and they are also smaller than for unpacked reactors), thus flow 

rates are different for equal residence times, or vice versa, the residence time is different for equal flow rates [34]. 

Those quantities are systematically taken into account. The use of 𝜂𝑀𝐷 also returns a number of micro-discharges 

in the model, which is found to correspond directly to the actual (experimentally) measured number of micro-

discharges. The number of micro-discharges has also been shown to change upon introducing a packing material 

under the same experimental conditions [34]. Second, in calculating the discharge volume (for the micro-
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discharges), the size of a single void between the spheres can be used, meaning that the actual bead size is taken 

into account [92]. In calculating the (𝑉 𝐴⁄ ) ratio (for use in the surface kinetics in 0D plasma kinetic solvers, in 

units of cm-3 instead of cm-2 – see Appendix B), the surface area 𝐴 should also depend on the actual packing [49], 

[52]. Finally, the distinction between a filamentary and uniform plasma component (Eq. C5) has a clear physical 

meaning. In this work we differentiate between the two through a power density distribution factor 𝛾. 2D modelling 

has shown that, depending on the dielectric constant of the packing material, the electric field is enhanced near the 

surface of the beads, giving rise to mainly local filamentary discharges (at low values of the dielectric constant) or 

mainly surface discharges (at high values of the dielectric constant) or a combination of both (at intermediate values) 

[33]. While the predominance of local filamentary discharges corresponds to small values of 𝛾, higher values of 𝛾 

would refer to the presence of surface discharges. 
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Detailed results 

1. NH3 time evolution 

Here, we present the modelling results (NH3 density as a function of time), for a larger variety of number of micro-

discharges, showing that the observed trends as discussed in the first part of Section 3.1 are valid over a larger 

range of conditions.  

 

 

 
Figure S1. NH3 density as a function of time for various 𝛾 values and number of micro-discharges per half cycle 𝑁𝑀𝐷 (legend), for the full 

model, i.e. model (i) (see Section 3.1). 



 

 

 
Figure S2. NH3 density as a function of time for various 𝛾 values and number of micro-discharges per half cycle 𝑁𝑀𝐷 (legend), without 

vibrational excitation, i.e. model (ii) (see Section 3.1). Note the different scale in the y-axis for (d-f). 

 

  



 

 

 
Figure S3. NH3 density as a function of time for various 𝛾 values and number of micro-discharges per half cycle 𝑁𝑀𝐷 (legend), when 

neglecting the micro-discharges, i.e., model (iii) (see Section 3.1). Thus, in this figure, 𝛾 represents uniform plasma of various strength. The 

number of micro-discharges influence the strength of the uniform plasma through the definition of the discharge volume (see Appendix 

C.2). Note the different scale in the y-axis for (a-d). 

  



2. Final NH3 density 

Figure S4 summarizes the final NH3 density, at the end of the simulations (i.e., after the residence time of 3.33 s), 

for all models presented in Figures S1 - S3. Figure D.4(a) shows that the full model (i), which includes vibrational 

excitation, yields a final NH3 density that varies by less than an order of magnitude for all conditions (1.4 ± 1.0 ×

1016 cm-3), despite significantly different – including very low – amounts of total power effectively felt by the 

molecules in the 0D model (cf. Figure 1 in the main text). 

 

 

 

Figure S4. Final (steady state) NH3 density for various 𝛾 values and number of micro-discharges per half cycle 𝑁𝑀𝐷 (legend), of the full 

model (a, model (i)), when neglecting vibrational excitation (b, model (ii)), and when neglecting micro-discharges (c, model (iii)) (see 

Section 3.1). Each figure contains the mean value (solid line) and standard deviation (dashed lines) determined from the various values of 

𝛾 and 𝑁𝑀𝐷 in (a), i.e., model (i) that contains vibrational kinetics and micro-discharges. 

  



3. Reduced electric field and vibrational temperature 

In Figure S5, the reduced electric field is summarized for a wider range of modelled conditions, analogous to 

Figure 10. In the filamentary regime (𝛾 = 10−6…10−4), the model provides high maximum electric field values 

for all conditions. 

 

Figure S5. Maximum (a) and minimum (b) reduced electric field (E/N) in the full model (i), as it occurs during the micro-discharges and 

in between them, respectively, for various 𝛾 values and number of micro-discharges per half cycle 𝑁𝑀𝐷 (legend). 

In Figure S6, the N2 vibrational temperature is summarized for a wider range of modelled conditions, analogous 

to Figure 11. In the filamentary regime (𝛾 = 10−6…10−4), the model predicts high maximum electric field values 

for all conditions. Sometimes, the vibrational temperature appears to be very similar during and in between the 

micro-discharges. For example, the temperature varies from 30 K (𝑁𝑀𝐷 = 500 and all values of 𝛾) to 900 K (𝛾 =

10−4 and 𝑁𝑀𝐷 = 50) (as reported in section 3.2). This difference is attributed to the time between the pulses, 

which is smallest for 𝑁𝑀𝐷 = 500 (~ 6 ms) and largest for 𝑁𝑀𝐷 = 50 (~ 60 ms) and the actual power density, 

which is smaller for 𝑁𝑀𝐷 = 500, due to the definition of the discharge volume (see Appendix C.2). 

 

Figure S6. N2 vibrational temperature in the full model (i), inside the micro-discharges (a) and in between them (b), for 𝛾 values and number 

of micro-discharges per half cycle 𝑁𝑀𝐷 (legend). 


