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Plasma physics of liquids — a focused review
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PLASMANT, Department of Chemistry, University of Antwerp, Universiteitsplein 1, 2610 Wilrijk-Antwerp, Belgium

Abstract

The interaction of plasma with liquids has led to various established industrial implementations, as
well as promising applications, including high-voltage switching, chemical analysis, nanomaterial
synthesis and plasma medicine. Along with these numerous accomplishments, the physics of plasma
in liquid or in contact with a liquid surface has emerged as a bipartite research field, for which we
introduce here the term “plasma physics of liquids”. Despite the intensive research investments during
the recent decennia, this field is plagued by some controversies and gaps in knowledge, that might
restrict further progress. The main difficulties in understanding revolve around the basic mechanisms
of plasmainitiation in the liquid phase and the electrical interactions at a plasma-liquid interface, which
require an interdisciplinary approach. This review aims to provide the wide applied physics community
with a general overview of the field, as well as the opportunities for interdisciplinary research on topics
such as nanobubbles and the floating water bridge, and involving the research domains of amorphous
semiconductors, solid state physics, thermodynamics, material science, analytical chemistry,
electrochemistry and molecular dynamics simulations. In addition, we provoke awareness of experts
in the field on yet underappreciated question marks. Accordingly, a strategy for future experimental
and simulation work is proposed.
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I. INTRODUCTION

Over 99% of the observable universe is made of plasma. About 71% of the planet we live on is covered
by liquid. Yet, the interaction between both states of matter does not occur so often in nature on Earth
and for that reason it is described by a specialized and rather young research domain. The importance
of this part of plasma physics is undeniably illustrated with the various established and promising
applications of plasma-liquid systems. Current industrial implementation can be found in high-voltage
switching !, electrical discharge machining 2, chemical analysis 4 and food processing °. Next to that,
the versatility of this technology has recently led to the development of numerous reactor types that
are proposed for water treatment &%, shockwave production %, polymer solution treatment 1°, chemical
synthesis of H, and H,0; '* 2, nanomaterial synthesis > 1% and extraction of biocompounds °.
Furthermore, biological material is naturally surrounded by a liquid layer, and thus its interaction with
plasma also belongs to this field. Observations that plasma treatment induces faster germination and
more effective growth of plants are responsible for the emerging field of plasma agriculture .
Similarly, the successful use of plasma for wound healing, skin treatment, dentistry and cancer
treatment has provoked a rapidly growing interest in plasma medicine in recent years **°, Most of
these proposed applications have emerged after the start of the new millennium, amplifying a new
wave of interest in the field.

Despite this recent progress, a fundamental understanding of the underlying processes in these
applications is still missing, due to different impediments. A first complexity is caused by the wide
variety in plasma-liquid reactors. Classification methods can be based on plasma regime, i.e. corona,
glow, arc or dielectric barrier discharge, on the applied voltage waveform, i.e. DC, AC (low frequency),
radio frequency, microwave or pulsed discharge, or on the plasma-liquid phase distribution and
electrode configuration. Considering the latter approach, Vanraes et al. identified 107 different plasma
reactor types in a literature study of around 300 scientific reports on the application of water
treatment 2°. Categorization of these reactors resulted in the identification of six main classes, viz. in-
liquid discharge, gas phase discharge over a liquid surface, bubble discharge, spray discharge, remote
discharge and hybrid reactors (Figure 1). To make things even more complicated, an extension of this
classification is possible, including, for instance, surface discharge on a gas-liquid *%, liquid-liquid %

or liquid-solid 3934

interface. Although a few attempts have been made to compare distinct types of
plasma-liquid systems, especially in the context of water treatment (see e.g. >*38), one should keep in
mind that the underlying fundamental processes strongly depend on the specific reactor configuration,

materials and operating conditions.



Figure 1. The six main plasma-liquid reactor types, according to 2°: (a) in-liquid discharge (here
represented with the commonly used pin-to-plate configuration), (b) gas phase discharge over a liquid
surface, (c) bubble discharge, (d) spray discharge, (e) remote discharge, where plasma is generated not
in direct contact with the liquid, and (f) hybrid reactors, which combine any of the other types (e.g. in-
liquid and gas phase discharge in this scheme). HV stands for high voltage and UV for ultraviolet
radiation. The liquid phase is represented in grey, the electrodes in red and dielectric barriers (in (e))
with cross hatching. The figures are reproduced from 2.

As a second complexity in this subfield of plasma physics, the application of several plasma diagnostic
methods is hindered by the surrounding liquid and the often complicated discharge geometry.
Additional difficulties arise as the liquid properties change in time under influence of plasma
interaction, thus hampering the reproducibility of successive experiments. Moreover, such
experiments generally suffer from an unsteady electrode shape, for in-liquid discharge due to erosion
of the submerged electrodes, and for gas phase discharge due to sputtering, evaporation and
oscillation of the liquid electrode surface. Since the plasma behavior generally is very sensitive to these
experimental conditions, a small deviation in them can lead to a tremendous divergence in the
observed results, resulting in seemingly contradicting studies. This is the corner stone of the barrier
that stands between scientists in this domain and the definite answers they seek.

In the 2012 Plasma Roadmap 3, two key challenges were formulated for this field: (1) determining the
initiation and propagation mechanisms of in-liquid discharge and (2) identifying the fundamental
physical and chemical processes at the plasma-liquid interface. As clearly stated in the more recent



2016 Roadmap on plasma-liquid interactions *° and the 2017 Plasma Roadmap %!, these challenges still
remain today. Concerning the first challenge, several recent reviews have discussed the possible
underlying mechanisms of voltage-induced breakdown in liquids **>*. Next to that, a few reviews have
addressed the second challenge as well %357, These reviews are very informative and inspiring, but
we believe the field would benefit from more interaction with closely related research areas, such as
laser-induced breakdown in liquids, electrical breakdown of solids, plasma-solid interaction, analytical
chemistry, electrochemistry, nanobubbles, the floating water bridge, thermodynamics, hydrodynamics
and molecular dynamics simulations of the solvated electron. Scientists active on these research topics
are generally not familiar with the above mentioned challenges in the plasma physics of liquids that
they can collaborate on, while fundamental insights from these neighboring domains can prove to be
key issues towards finding resolution. Therefore, it is crucial to open the borders around this research
domain in both directions.

Accordingly, the aim of this focused review is twofold. In the first place, we want to motivate the wide
applied physics community to collaborate in interdisciplinary research required to address the
mentioned research challenges. Secondly, we want to propose possible answers to some of the
prominent fundamental question marks in the physics of plasma in or in contact with liquids, based on
recent insights from various related fields. For this purpose, we provide a concise overview of the state-
of-the-art to non-experts, while presenting alternative perspectives to experts. Specifically, this review
focusses on the fundamental mechanism of plasma initiation in liquid and the electrical processes
involved in plasma-liquid interaction. For this reason, we will mainly consider in-liquid discharges
(Figure 1a) in Section Il and gas phase discharge in contact with liquids (Figure 1b) in Section Ill, as they
represent the two general cases that are referred to in the above mentioned key challenges. We will
pay particular attention to water, for which we identified some particular controversies on the
fundamental mechanisms.

Considering that the title of this review, “plasma physics of liquids”, is currently not yet commonly
used in the scientific community, it first requires some clarification. First and foremost, we believe the
term is concise and effective, in the way that it immediately can be understood as the part of plasma
physics that deals with liquids. Secondly, the term deliberately invokes the question whether liquids
can be plasmas. Consider, for instance, a thought experiment where a body of liquid is first evaporated,
then transformed into a plasma state and subsequently shrunk down to the size of a liquid again. Will
the result be plasma, liquid or maybe both? This question is of particular interest in the context of
plasma initiation in the liquid phase. In this light, the term “plasma physics of liquids” is inherently
associated with plasma generation in liquids, while it is broad enough to comprise the topic of plasma
in contact with liquids as well. Therefore, we believe it to be a suitable term to address the bipartite
subfield of plasma physics that deals with both in-liquid plasma and plasma-liquid interaction and we
intend to introduce it as such.

The bipartite nature of plasma physics of liquids as a research domain is adopted in the structure of
the review. The first half of the review (Section Il) focusses on the fundamental mechanisms of plasma
initiation in liquids. After explaining the existing debate on this issue, we explore the controversial idea
to describe the electrical behavior of liquids with models originally constructed for solids. Next, the
role of the naturally present nanobubbles in the liquid and of the oxide layer on the electrode are
discussed. To conclude the first half, we suggest seeking deeper insight in the study of liquids in strong
electric fields without plasma formation, using the example of the floating water bridge. In the second



half of the review (Section Ill), the focus is shifted towards the electrical properties of a liquid surface
in contact with plasma. First, the interdependence of the plasma behavior and processes in the liquid
is demonstrated. Next, we consider the mechanisms of ion emission from the surface, based on
literature on ambient desorption ionization. In order to illuminate electron emission from a liquid
electrode (pun intended), we once again address the above hypothesis to model liquids as solids.
Afterwards, the influence of vapor, clustering and micro- or nanosized droplets at the liquid surface is
examined. Section IV finally summarizes the main achievements in the field and suggests future steps
to encourage faster progress.

Il. PLASMA INITIATION IN LIQUIDS: ELECTRICAL PROPERTIES OF THE BULK LIQUID
A. A polarized debate on plasma initiation

The research history of plasma formation in the liquid phase goes back to the second quarter of the

8 when investigations were mainly stimulated by the application of insulating

previous century °
transformer oil. Already at this early stage, two opposing plasma initiating mechanisms were
postulated for voltage-induced breakdown at a submerged electrode. One school of thought, indicated
as the electronic mechanism, suggested electrical discharge to be generated purely by electric
processes in the liquid phase 8. According to the rivaling bubble mechanism, plasma initiation occurs
in a gas phase, i.e. a bubble 8, As such, everything boiled down to a fundamental dilemma — which
comes first: plasma or bubble? In other words, does ionization precede evaporation or vice versa? The
available evidence at that time, however, could only indirectly speak in favor of one or the other
mechanism, due to the limitations of experimental techniques and materials. More accurate time-
resolved measurements and high voltage pulses into the nanosecond time scale and below were made
possible during the eight decennia that followed, due to major advancements in diagnostic methods
and pulsed power technology “°. With this progress, the door seems opened towards a clear-cut
answer. Yet, the very same debate between plasma physicists continues to this day, as both postulated
mechanisms survived the tooth of time °.

When faced with such a chicken-or-egg problem, it is essential to clearly define the chicken and egg.
What do plasma physicists, for instance, mean with a bubble? The answer to this question is at least
twofold. Specialized literature refers to either a pre-existing microbubble or the formation of a low
density region in the liquid. Several bubble formation mechanisms have been proposed, such as local
Joule heating in the liquid *®>%, electrochemical effects *°, electrostatic expansion of existing bubbles
7 and electrostriction . As these mechanisms obviously involve electrical processes, how is the
chicken, the electronic mechanism, exactly defined? Basically, it encapsulates all ionization
mechanisms that occur directly in the liquid phase. Examples include electron-induced processes, such
as electron multiplication by direct impact ionization and the Auger effect, as well as field-induced
phenomena, involving field ionization or field dissociation of liquid or solvated molecules . Also, the
role of photoionization mechanisms originating from background or produced radiation cannot a priori
be excluded.

The electronic mechanism has mainly received criticism based on theoretical counter-arguments. For
example, many researchers considered electron multiplication in the liquid phase unlikely due to the
strong scattering effects that are expected for such high density. Yet, electron avalanches have already



61-63 64-66 68, 69

been observed in liquid argon ®1%3, xenon 4, nitrogen ©, sulfur ®’, cyclohexane and propane ®°.
For cryogenic liquids, the lower breakdown strength of the liquid phase as compared to the gaseous
phase has been explained with the absence of inelastic electron energy losses in liquid 7% "%, In recent
years, electron multiplication in liquid noble gases has even found promising application in cryogenic
avalanche detectors for medical diagnostic techniques, including positron emission tomography, and
rare-event experiments, such as direct dark matter search, astrophysical neutrino detection and
coherent neutrino-nucleus scattering (see > 7® for two reviews). Interestingly, cryogenic hole
avalanches form the fundamental mechanism in alternative so-called “liquid-hole multipliers” ’* 7>, For
the case of water, a recent study suggests electron multiplication in the liquid phase to be possible
with a high local electric field of 3.0 X 10° V/m at a submerged sharp high voltage pin electrode, based
on experiments and modeling *°. The corresponding model made use of the so-called dense gas
approximation, where concepts are taken from gas discharge physics in order to model the liquid as a
highly compressed gas. The electronic mechanism for water also found support in 7%, based on the

measurement of an initial pressure of 5.8 GPa at the sharp electrode tip.

For the bubble mechanism, on the other hand, phase change prior to plasma initiation can currently
only be explained for voltage pulse durations of the order of 10 us or higher *°, while plasma in pre-
existing microbubbles is initiated in the order of microseconds ”’. For sub-nanosecond pulses resulting
in an inhomogeneous field, an electrostriction mechanism has recently been proposed ©, according to
which nano-sized pores are formed due to deformation and discontinuities in the liquid at high local
electric fields 78. This electrostriction model is in agreement with the observed changes in the liquid
density and refractive index in the vicinity of a high voltage pin electrode, as observed by means of fast
schlieren imaging 7°®1. However, a change in refractive index has similarly been observed in & with a
local electric field around 107 V/m, below the plasma initiation threshold of water, where it was
attributed, in contrast, to the measured excitation of OH stretch vibration in water molecules.
Comparable observations were reported in 2 for fields up to 4 X 108 V/m, still below the threshold.
The authors of the latter study explained the refractive index change with dipole reorientation of the
water molecules and suggested a reorientation saturation around 3 x 108 V/m.

Hence, after decennia of brooding over this chicken-or-egg problem, no universal answer hatched out.
Instead, experiments seem to suggest that both chicken and egg can be valid answers, depending on
the circumstances. As already explained in the introduction, a small deviation in experimental settings
can result in dissimilar observations. Accordingly, there is a growing agreement between plasma
scientists that the applied voltage pulse rise time and duration are crucial factors for the initiating
mechanisms *%>154 84 The difference in electrical properties between polar liquids, such as water, and
nonpolar liquids, like transformer oil, are also regularly emphasized % 474854 QOne should, however,
consider the role of many other parameters as well, including liquid viscosity, heat capacity,
conductivity, temperature and gradients thereof, chemical processes, impurities and electrode shape,
material and surface conditions. From the variety and complexity of these influences, it is clear that
research efforts will need to go through fire and water to link the experimental observations with the
underlying physics, in order to get to the bottom of plasma formation in liquids.

The scientific challenges on voltage-induced plasma formation in the liquid phase do not end here, as
the succeeding discharge evolution is insufficiently understood as well. In contrast to the hidden
initiation mechanisms, the further plasma evolution is nevertheless more easily accessible by means
of time- and space-resolved imaging and spectroscopic diagnostics. Correspondingly, a great deal of



experimental data on this topic can be found in literature (see e.g. 4”48 >1 %) Here, we will only give a
short overview. After the plasma initiation process, one or more conductive channels are formed at
the electrode tip. In Figure 2, for instance, several channels emerge between t = 4 and 5 ns. Each
channel, answering to the name streamer, has a width of about 10 um and is believed to consist of

gaseous plasma 8%

. It has a spherical head characterized by a strong local electric field, which
propagates away from the electrode with a velocity ranging from 100 m s to 100 km s? & 51 The
plasma gas inside the streamer, which is near local thermodynamic equilibrium, mainly originates from
liquid molecules, while the contribution of dissolved gases is marginal *°. The gas temperature ranges
up to 5000 K and its ionization degree can exceed 10% °’. Streamers often have a tree-like structure
with several branches, as clearly visible in Figure 2. Branching of a propagating streamer has been
explained as an interaction of the streamer head with inhomogeneities and microbubbles % °1,
Depending on the experimental conditions, such as voltage amplitude and polarity, interelectrode
distance and liquid type, at least four modes of streamers are observed, with differences in velocity,

structure and behavior %% °3 &

, i.e. a first, second, third and fourth mode, according to the order of
magnitude of their velocity, 102, 103, 10* and 10° ms~1, respectively *. Accordingly, different
mechanisms are proposed for these modes. The supersonic mechanism applies to fast streamers
(~10% to 10° m s™1), as it involves ionization processes in the liquid phase, in clear analogy with the
electronic mechanism & 2, The subsonic mechanism, on the other hand, concerns the stepwise
propagation of slow streamers (~102 ms™1) induced by electron avalanches in successive vapor
bubbles, similar to the bubble mechanism 7892,

For more detailed information on the above mentioned initiation and propagation mechanisms of
electrical discharge in liquids, we refer to the reviews in #5154 35 |n addition, two other recent reviews
are centered around the bubble mechanism in the case of pre-existing bubbles *> %, In what follows,

we will zoom in on important aspects that were left out of focus in the debate up to now.



Figure 2. Plasma initiation and branched streamer progression in deionized water under a 15 kV
positive pulse, measured using two synchronized iCCD cameras, by means of shadowgraph
photography to visualize the streamers (left) and light emission imaging, showing where plasma is most
intense (right). The figure is reproduced from 6. © IOP Publishing. Reproduced with permission. All
rights reserved.

Figure 3 presents an overview of the main topics of Section Il and their interconnections. Sections Il B
and Il C will deal with topics related to the electronic mechanism and the bubble mechanism,
respectively. In Section Il D, we will postulate a third class of plasma initiation mechanisms in liquids,
termed the interface mechanism, where electrical discharge inception processes occur in the electrode
surface layer, based on breakdown mechanisms in solids. Finally in Section Il E, we will investigate the
current knowledge on liquid properties in the presence of a strong electric field without plasma
formation by means of the floating liquid bridge, in order to gain a better understanding on the plasma
initiation mechanisms. As should be noted, the study of electrical processes at the plasma-liquid
interface in Section Il is also applicable to the surface of propagating streamers in liquid or to the
bubble surface in the bubble mechanism.



Figure 3. Schematic overview of Section I, showing the interdependence of the central topics. The blue
codes refer to the corresponding subsection numbering. LFE stands for local electric field
enhancement.

B. Electronic mechanism: Are liquids sloppy solids in disguise?

Plasma physicists tend to approach the liquid phase as if it were a dense gas. The extensive use of the
term “fluid” in the field illustrates this trend. Besides that, such attitude can be noticed, for instance,
throughout the thermodynamic description of plasma liquids and —to a certain extent — liquid plasmas
(see e.g. °*%%). This also reminds to the gaseous plasma model of the Sun, which has been dominantly
used for several past decennia and which soon might be decrowned by the rivaling new liquid model
%, Other striking examples are the recently developed 0D chemical kinetics models for aqueous
chemistry under plasma treatment, which are very similar to the models used for plasma gases %*°,
Next to that, a dense gas approximation has occasionally been applied to estimate electric field
threshold values for plasma initiation in liquids >*>% %, As such, criticisms to the electronic mechanism
are often formulated from this perspective as well. As already mentioned in Section Il A, many plasma
physicists are still reluctant to accept the electronic mechanism due to the dominant electron
scattering processes they presume at such high density ** 465157 |f the high liquid density were the
only base of this argument, it would have been easily contradicted. That is, solid metals and
semiconductors have similar density, yet display a high electron mobility. The criticism therefore has
a second, more implicit foundation: liquids, as condensed interacting gases, cannot be readily
compared with solids. Their structure is amorphous and continuously changes in time. As such, liquids
are assumed to behave dissimilar to solids in various ways (see e.g. 451%7),

We hereby challenge this idea. Although it is intuitively appealing to think of liquids as dense gases,
some indications can be found in literature that comparison with solids regarding their electronic,
optical and thermodynamic properties is generally more suitable 1°193, As 3 first example, liquid metals

9



display similar electronic behavior to their solid counterparts, despite their amorphous and changing
ion structure 1°2, They possess an electron cloud as well, although it is modified in comparison to solid
metals and electrons sometimes get trapped in interstitial voids of the liquid 1°2. The theory on their
structure and electronic properties is still at a primitive stage, since complex quantum dynamic effects
play a dominant role 941 Metal-insulator transitions in liquid metals can occur under different
circumstances and are a topic of intensive research 104105107.108 'Ap injtio quantum molecular dynamics
simulation based on density functional theory provides nowadays the best tool to assess these
properties 104105,

Secondly, dielectric liquids seem to behave electrically the same as amorphous semiconductors on
short time scales. Electronic and photonic processes namely have the characteristic feature to occur
during small time intervals, in which molecular diffusion is not important. The liquid therefore appears
frozen in time from the perspective of photons and electrons. Accordingly, an amorphous
semiconductor model is increasingly applied by experts to explain pulsed laser-induced breakdown in
dielectric liquids with pulse durations in the order of nanoseconds or below 0% 195111 \Water, for
instance, has often been modeled with a band gap of 6.5 eV 2, although recent studies propose to
apply a higher value of 8 eV 3, 8.7 to 8.9 eV %115 or 9.5 eV 1% |nitially, the liquid molecules get
ionized via multiphoton absorption as well as tunneling 1, bringing the released electrons in the
conduction band of the liquid. Next, the conduction band electrons are accelerated by the optical field
via inverse Bremsstrahlung until they acquire sufficient kinetic energy for dissociative attachment
collisions with H,0 ! or for H,0 ionization by direct impact. Finally, a phase transition into gaseous
plasma takes place, associated with a shockwave %6, Electron densities from 10%’ to 10%° cm™ have

been measured during laser-induced breakdown in water 117/ 118,

Thirdly, the optical similarities between solids and liquids are well-known . As mentioned above,
photons experience liquid media as frozen in time and therefore they cannot distinguish them from
solid media. Refraction is observed in both transparent solids and liquids, with refractive indices
ranging mostly beyond 1.3, whereas gases are more similar to vacuum in this respect. Also dispersion
effects are interchangeable between the two condensed states of matter. Next to that, both phases
can display internal and external reflection. Again, these phenomena are generally absent for gases.

Fourthly, liquids have more thermodynamic aspects in common with solids than with gases. The
density of liquids and solids is nearly identical, making it possible to generate similar shear waves in
both, unlike in gases '%°. Liquid can, however, not support all the shear waves as a solid does. Low
frequencies are not sustained in liquids, as a corresponding shear wave would dissolve quickly into the
liquid fluidity 2. Shear waves occur above the threshold frequency t?, with t defined as the liquid
relaxation time, i.e. the average time between two successive atomic jumps at one location in space
120,122 Thjs frequency serves as a key parameter of a liquid, responsible for most of its thermodynamic

121 " Correspondingly, the phonon theory of solid thermodynamics has recently been

properties
translated into a congruent theory for liquids that covered both classical and quantum regimes 1°1. The
heat capacity of 21 liquids as calculated with this novel phonon theory was found to be in good
agreement with experimental values. As a result, liquid energy and specific heat are essentially
vibrational, as they are in a solid, while liquid entropy exceeds solid entropy according to the
expectations 2. This conclusion only holds for sufficiently low temperature, where T > 107, with 7,

the Debye vibration period.

10



We do not want to advocate a view here where liquids are seen as generally more comparable to solids
than to gases. In many aspects of their fluidity, liquids and gases have commonalities as well. Neither
do we recommend classifying liquids in their overall behavior as an intermediate state between solids
and gases. Despite the striking resemblances at both sides, liquids remain unique systems in their own
class with a notably mixed dynamical state, in line with the insights of 12%. Instead, we want to motivate
physicists in research on liquids to seek inspiration beyond the limiting scope of their studies, not only
in the knowledge on the gaseous state of matter, but also on solids. That is, science aims essentially at
finding structure in nature. While this movement is lately noticed in the study of laser-induced
breakdown of liquids 193199111 ‘the parallels between liquids and solids seem vastly ignored for voltage-
induced breakdown up to now.

Considering the noticeable resemblances between solids and liquids in their electronic, photonic and
phononic behavior for short times, their plasma breakdown mechanisms are expected to display
similarities as well. Note that this expectation only counts for fast processes, including the electronic
and supersonic mechanism. Additionally, it is advised to seek similarities mostly between congruent
types of liquids and solids. For instance, polymeric liquids should be set side by side with polymeric
solids, while polar or nonpolar liquids with small molecular solvent size are better compared with polar
or nonpolar amorphous semiconductors. Keeping that in mind, what can we learn from the knowledge
on breakdown phenomena in solids?

In insulating solid polymers for high voltage technology, many precursors to electric breakdown have
been identified. Directly related to the material structure, important breakdown precursors are gas

125

trapping, micrometer- and submicrometer-sized voids and impurities '*. Interestingly, metallic

inclusions turn out to be less dangerous in this respect than mineral impurities 12

. Further,
unidirectional mechanical stress can induce additional defects in the structure, which can be relevant
to the liquid polymer case in the presence of shockwaves or external pressure. Solid polymers under
electrical stress exhibit the release of included gas, resulting in their outgassing %, which is therefore
also expected for polymeric liquids. The electronic structure of polymers can be understood with a
band gap model. The band structure formation of polyethylene, for instance, from the orbital levels of
the parent alkane series (C,Han+2) is illustrated in Figure 4(a). For growing molecular size, the orbital
number increases, leading to a smaller separation between the orbital electrons, up to the point where
they can be considered as continuous bands. In a realistic situation, different defects in the amorphous
structure of the polymer need to be taken into account, originating in deep and shallow trapping levels,
as explained in the caption of Figure 4(b). For detailed information on several atomistic and
macroscopic models for charge transport and breakdown of solid polymers, we refer to the review in
127 Remarkably, the authors of the latter review mention that macroscopic models are developed
more from a system- than from a material-oriented research perspective, making them applicable to
liquids as well. Hence, we build further on this idea in that the atomistic models can serve as additional
inspiration. More recent insights can be taken from the work of Sun et al., which is built on ab initio

molecular dynamics simulation 125130,

11



Figure 4. (left) Distribution of orbital levels going from methane to polyethylene, according to the ideal
case, with the formation of a conduction band (CB) and a valence band (VB). (right) Realistic band gap
model of a general amorphous polymer, taking into account modifications to the ideal band gap
scheme. Localized shallow trapping states for electrons are introduced at the border of the forbidden

IM

gap by “physical” nonuniformity originating from the different possible conformations of the same
polymer molecule. Deep electron traps, on the other hand, find their origin in “chemical” disorder,
related to side chains, additives and impurities in the polymer. Figure (a) is adapted with permission
from 131, Copyright 1991 American Chemical Society. Figure (b) is reprinted, with permission, from 1?7,

© 2005 IEEE.

In amorphous semiconductors, electron multiplication by impact ionization has a long history of
research due to its high potential for applications in high voltage switching diodes, see e.g. 13%1%,
Recent interest is driven by the implementation of these semiconductors in X-ray imaging devices and
harpicon tubes 3. In contrast to most insulators, the electron avalanche breakdown mechanism —if it
can be called this way — is reversible, as in gases and liquids. Amorphous selenium is the most studied

134,135 \while other

example with electron multiplication starting at electric fields from 8 x 107 VV/m
amorphous semiconductors display a higher breakdown threshold. Although this electronic switching
behavior is still not fully understood, it has been successfully described with different models. The
percolation model uses a phenomenological approach, based on the concept of field-assisted
ionization of traps ¥’. It considers the interaction of isolated conductive clusters in the amorphous
material as a manifestation of its switching behavior, which leads to the redistribution of local electric
fields and electron emission probabilities in non-conductive regions. When a conductive cluster
connects both electrodes, the breakthrough current appears, followed by the formation of a current
filament through Joule heating. The model is supported by experimental data on chalcogenide
semiconductor glasses. The so-called lucky-drift model is a semiclassical approach originally proposed
by Ridley to explain electron avalanches in crystalline semiconductors . This model has been
extended by Rubel et al. with the inclusion of elastic charge carrier scattering on the disorder potential
inherent to amorphous materials 3. As shown in Figure 5, a conducting charge carrier (h*) with zero
initial kinetic energy is accelerated in a direction described by the electric field. During its trajectory, it
is scattered elastically by a disorder potential and acoustic phonons and inelastically via optical phonon
emission, until impact ionization takes place. The extended model provided a good estimation of the
electric field threshold value for breakdown in amorphous selenium and resolved the long-standing
question on the lack of electron avalanches in hydrogenated amorphous silicon by revealing its high

12



threshold field 1%, Later, the model was further optimized by Rubel et al. to give even more accurate
values for the threshold field 4°.

Figure 5. (a) Schematic representation and (b) energy diagram of the lucky-drift model of an
amorphous semiconductor, where a conducting charge carrier h* is accelerated by the electric field,
while it is subjected to elastic and inelastic scattering, until it reaches sufficient energy for impact
ionization. The figure is reproduced from 1%°, © IOP Publishing. Reproduced with permission. All rights
reserved.

Whereas the lucky-drift model in its current form does not explicitly distinguish between polar and
nonpolar semiconductors, this difference needs to be kept in mind. The importance of the
semiconductor polarity is most easily understood in terms of the polaron, as introduced by Landau and
Pekar 1. The polaron is a quasi-particle associated to the deformation of an atomic or molecular lattice
under influence of a charge carrier, due to Coulomb interaction. As the charge carrier travels through
the lattice, it is followed by the deformation, which is therefore sometimes referred to as a phonon
cloud **2, This Coulomb interaction impedes the movement of the carrier, increasing its effective mass
and thus decreasing its mobility 1*1. In a nonpolar semiconductor, this electron-phonon or hole-phonon
coupling results from the lattice polarization induced by the charge carrier and therefore has a short
range. In a polar semiconductor, on the other hand, the lattice constituents possess a permanent
dipole moment, inducing a long-range correlation between the charge carrier and the lattice response.
As such, polar semiconductors are characterized by an additional carrier scattering mechanism, due to
polar phonons. The long-range coupling between electrons and longitudinal optical phonons, known
as the Frohlich interaction, presents a major challenge in charge transport computation for polar
materials 1*3. Very recently, however, the electronic properties of polar semiconductors have been
successfully deduced in a few independent ab initio computational studies based on density functional
perturbation theory, with clear consistency between the studies and good agreement with available
experimental data 3%, For this purpose, the electron-phonon coupling matrix elements were split
into short-range and long-range contributions, for which two separate mathematical models were
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employed. The computational results revealed electron scattering by polar phonons as the main
relaxation mechanism at low excitation energies, but, interestingly, the dynamics of highly energetic
charge carriers were dominated by the interaction with acoustic phonons ¥ %5, Accordingly, the polar
nature of a dielectric material only seems to have a minor effect on the mobility of hot electrons and
holes. The application of the lucky-drift model for polar semiconductors is therefore justified without
explicitly taking the dielectric polarity into account. Note, however, that the aforementioned
computational studies only considered crystalline semiconductors, i.e. GaAs and anatase TiO;, so the
extrapolation of this idea to amorphous polar materials has yet to be validated.

Zhu et al. simulated the breakdown behavior of amorphous SiO, by means of classical molecular
dynamics in conjunction with tight-binding quantum chemical molecular dynamics. Interestingly, they
found a lower band gap of the material under influence of a very high external electric field, ascribed
to the loss of the original material structure *®. Figure 6 shows how the top of the valance band
(HOMO) and the bottom of the conduction band (LUMO) start to overlap during the structural
reorganization. More specifically, the electric structure shifted from insulator to conductor when the
electric field reached a value of 5 x 10 V/m (see Table 1). Since this substantially exceeds the
commonly accepted experimental value of 1 x 10° V/m for amorphous SiO, breakdown ¥, Zhu et al.
performed additional simulations with the inclusion of hydrogen and oxygen defects in the
semiconductor. The results showed a faster shift towards metallic behavior under the electric field. As

146 In a

such, interstitial defects were concluded to trigger electrical breakdown in amorphous SiO;
recent review by Prasai et al. 18, more detailed information can be found on the electrical behavior of

amorphous semiconductors and their modeling by molecular dynamics simulations.

Figure 6. Spatial probability density distribution (represented by the orbitals) of the highest occupied
molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO) in amorphous SiO; (a)
in absence of a field and (b) under an electric field of 5 x 10'° V/m along the z-axis. Note how the
material reorganizes its structure (compare top and bottom pictures), as well as how HOMO and LUMO
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become more delocalized and overlap each other in presence of the field (compare left and right
pictures). The figure is reproduced from #¢. Copyright 2007 The Japan Society of Applied Physics.

TABLE |. Effect of electric field on the band gap of amorphous SiO,. The table is reproduced from 4,

Copyright 2007 The Japan Society of Applied Physics.

Electric field (X
101°V/m)

Band gap (eV) 7.5 7.3 6.5 4.8 1.6 0

Before extrapolating the above concepts of the band gap theory and lucky-drift model to liquids, one
needs to take the influence of their flowing nature into account. On very long time scales, striking
differences in lasting effects are seen. Among solid and liquid dielectric insulators, only the first one
presents the disadvantage of ageing towards irreversible breakdown, due to the permanent formation
of tree-like structures (arborescence) and oxidative degradation under influence of radiation
(electroluminescence) '?°. Clear differences are also seen on microsecond time scales, where diffusion,
convection, ionic drift, chemistry, cavitation and evaporation play a prominent role in liquids. These
processes, which can underlie the bubble mechanism, are unique to liquids and are therefore not
expected in solids without a preceding melting step. On the time scales of nanoseconds or picoseconds,
however, charge transport by heavy particles becomes less important. Hence, which significant
differences between liquids and amorphous solids can we expect in such short time intervals that can
account for dissimilar electrical behavior?

The answer might — or might not — be electron solvation. Excess electrons in a liquid influence the
surrounding solvent molecules by their Coulomb interaction, in a very similar manner as charge carriers
in a solid semiconductor or insulator (see above). Since liquid molecules are more mobile than their
solid counterparts, this polaronic effect is more pronounced in liquid media. This is especially true for
polar solvents, such as water, where a structured shell of solvent molecules is rapidly formed around
ionic solutes — or in our case around excess electrons. Therefore, in clear association with the liquid
semiconductor model, excess electrons in polar liquids can be located either in the conduction band
or trapped states in the band gap of the solvent, corresponding to a quasi-free or solvated electron,
respectively. The transition of a quasi-free electron towards a trapped state is called electron solvation.
The lifetime of quasi-free electrons in water, for instance, is less than 1 ps, according to measurements

145151 " Figure 7 depicts a semiclassical interpretation of the

and molecular dynamics simulations
solvation dynamics, where a conduction band electron first gets trapped at a weakly H-bonded OH
group and subsequently decays to its stable solvation state. The fast solvation dynamics has formed
the base of a second influential criticism on the electronic mechanism. Namely, excess electrons in
polar liquids are argued to be solvated before they reach sufficient energy to ionize liquid or solvated
molecules (see e.g. 4474951 57) This argument is, however, based on the conjecture that this short
lifetime is persistent in high local fields, while the electronic features of water are known to be altered
under such conditions (see Section Il E). Moreover, the quasi-free electron lifetime is locally extended
in presence of a large number of excited electron states, an effect observed in *! and attributed to the

saturation of pre-existing trapping states.
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Figure 7. Schematic representation of electron solvation in water: (1 & 2) a quasi-free electron in the
conduction band (CB) is transferred on attosecond timescales along the H-bond network with an
extremely fast hopping rate, (3) until it gets trapped in a localized state at a weakly H-bonded OH group
of a single donor (SD) water species, (4) followed by electron solvation dynamics, (5) to reach the
solvated electron state. Adapted figure with permission from *2. Copyright 2007 by the American
Physical Society.

To understand the field effect, consider the semiclassical model for electric field-induced ionization of
a neutral molecule, as depicted in Figure 8(a). For field strengths below the ionization threshold, the
positive core of the molecule will be pulled in the direction of the field and an electron in the molecule
will be pulled in opposite direction, creating a dipolar molecule. Increasing the field will result in further
excitation until the electron is eventually extracted from the molecule, creating an ion and a free
electron. During this process, the positive core of the transient dipolar molecule can be considered
rigid. The process can also be explained with a decreasing potential barrier for the electron in the
potential well of the molecule until tunnel ionization occurs, as shown in Figure 8(a). Let us repeat this
process for a solvated electron in water. Based on molecular dynamics simulation, the structure of this
electron is generally represented as an electron surrounded by a cage of six water molecules (Figure
9), whose dipolar moments are directed in such a way that the electron is stabilized and that the
potential energy of the system including the neighboring water molecules is minimized 3. For reasons
of simplicity, we assume that the water molecules in the semiclassical model are rigid, while they are
able to rotate. When a weak external electric field is applied, the electron is pulled in the opposite
direction of the field (Figure 8(b)). The dipolar moments of the water molecules, on the other hand,
will partly align with the field, making the molecules rotate. Upon this rotation, they cannot attract the
electron as much as before, resulting in a stronger destabilization and delocalization of the electron.
Meanwhile, other water molecules in the opposite direction of the field will also partly align with the
field, attracting the electron with their positive pole, causing even more electron destabilization and
delocalization. Further increase of the field will eventually result in a quasi-free electron. This
mechanism is clearly very different from the first mechanism of the electron in the neutral molecule.
As explained in the caption of Figure 8, this results in a faster decrease of the potential barrier for the
electron and thus earlier tunnel ionization as compared to field ionization from a molecule with the
same binding energy. In terms of the semiconductor model of water, the increasing external field
results in a narrowing band gap. Note the consistency with the results from Zhu et al. for the case of
amorphous SiO, mentioned above, where a narrowing band gap and a loss in material structure were
found as well. Analogously, water can lose its original structure under influence of a field. Based on
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this thought experiment, one can argue that the lifetime of quasi-free electrons is prolonged in a high
electric field.

Additionally, this analogy and thought experiment have important implications on both the lifetime
and mobility of solvated electrons. Under standard conditions in absence of an external field, the
lifetime of a ground-state solvated electron in pure water ranges in the microsecond regime °* 1%, |n
low electric fields, its movement through the liquid is limited by the surrounding shell of solvent
molecules that it drags along. This explains why solvated electrons have a similar mobility as ions in
polar liquids, whereas in nonpolar liquids, their mobility is generally several orders of magnitude higher
in comparison to ions in the same medium, as well as to electrons in polar solvents **®. In strong electric
fields, however, the polar solvent molecules of the solvation shell will align along the field with their
dipole moment, and the shell structure of the solvated electron will disappear, enabling the electron
to move with higher mobility. Since a fast electron is harder to catch than a slow one, it should also
have an extended lifetime.

Figure 8. (a) Field-induced ionization of a neutral molecule in vacuum and (b) field-induced desolvation
of a solvated electron in water, represented by (left) a semiclassical model and (right) an energy
diagram. In (a), the positive core of the molecule is indicated in green. In (b), oxygen atoms are depicted
in red, hydrogen atoms in white and the initial central location of the electron is shown as a dotted
circle. In the energy diagrams, V(r) is the potential well of the electron with energy E; without external
field. (a) When an external field F is applied, the electron in the neutral molecule experiences a
potential V(r) — Fr. For sufficiently high field, the potential barrier is decreased enough to make the
electron tunnel away. (b) The situation is different for a solvated electron in an external field, since the
surrounding water molecules rotate under influence of the field. The rotation makes the potential well
generated by the water molecules broader and shallower, represented in the energy diagram by V*(r).
Adding the contribution of the field gives V*(r) — Fr, resulting in a stronger potential barrier decrease
as compared to (a).
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Figure 9. Kevan structure for the solvated electron in water, calculated for six stabilizing water
molecules. The blue orbitals represent the electron probability density. Reprinted with permission
from °3. Copyright 2006 American Chemical Society.

More accurate ab initio molecular dynamics simulations and experiments are required to confirm
these field effects for aqueous electrons. The model of Figure 9, although useful, likely oversimplifies
the situation, since the solvated electron structure is still under debate. In *’, two types of solvated
electrons were detected with different vertical binding energies. Recently, multiple configurations
have been proposed '°® 1, where the localized electrons can occupy a cavity or a non-cavity region
with higher water density 149 160 161 Next to that, a solvated electron might be stabilized by a
neighboring positive counter-ion 8, Remarkably, quasi-free electrons in amorphous ice have a similar

162,163 ' gyggesting that electron solvation might not be so different in liquids

lifetime as in liquid water
and amorphous solids after all. Considering these complications, the solvated electron structure and

its solvation dynamics in an external electric field are likely even more complex.

The experimental investigation of excess electrons in a liquid in a static field, for instance right below
the threshold for plasma formation, can be performed with similar methods as applied in absence of
an external field. In these methods, the excess electrons are usually generated by means of radiolysis

164-167 150-152 \ith short beam pulses. The produced solvated or quasi-free

or laser-induced ionization
electrons can be measured with synchronized optical methods, such as pump-probe transient
absorption measurements *% 18 time-resolved resonance Raman spectroscopy *9, transient terahertz

2 and the time-resolved optical interferometric

spectroscopy '*°, core-hole decay spectroscopy °
technique described in ', as well as steady-state or time-resolved electron paramagnetic resonance
spectroscopy %% 17°, The latter two techniques are able to detect solvated electrons in the form of
radical pairs or radical-ion pairs, due to interaction with co-existent radicals or ions in the solution
170 1n addition, alternative methods have been described in literature to measure solvated or quasi-
free electrons exposed to an external field in a less direct manner. A first example is explained in 172,

where solvated electrons are observed by electrical characterization, by injecting electrons from a
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metal electrode into water layers on silica gel particles under high voltage application. As a second
example, both aqueous and nonaqueous reactions of excess electrons ejected from a submerged
oxide-coated cathode can be studied by means of cathodic hot electron-induced electrogenerated
chemiluminescence, a relatively novel technique, reviewed in 1’2, In order to measure excess electrons
generated before or during voltage-induced plasma formation in the liquid phase, the most
appropriate and unambiguous procedures will probably exert a time-resolved optical detection
method synchronized to the applied voltage pulse. For this purpose, inspiration can be found in the
various detection techniques utilized in experimental studies of the solvated electron, as well as laser-
induced breakdown in liquids. Alternatively, indirect detection methods can be considered, where
excess electrons are scavenged or converted to more stable species, which on their turn can be
detected by means of a complementary technique, such as electron paramagnetic resonance or
fluorescence spectroscopy. A spin trapping method for solvated electrons is, for instance, proposed in
173 This approach is similar to the chemical probe-based diagnostics for other reactive species in the
liquid phase, as discussed in “°. Nonetheless, in order to avoid dubious measurements with such
technique, the selectivity of the used probe to other plasma-induced reactive species needs to be
scrutinized.

In summary, the above insights advocate an amorphous semiconductor model for liquids, especially
on nanosecond time scales and below. On these time scales, excess electrons in the liquid can decay
from the conduction band towards localized states in the band gap through fast solvation dynamics
associated with reorientation of water molecules. There is, however, a clear need to investigate the
solvation dynamics in presence of strong electric fields and a large number of excess electrons, since
this has not been investigated in literature, to our knowledge.

C. Bubble mechanism: The existential crisis of nanobubbles

Bubbles appear deceivingly simple phenomena. With a closer and more critical look, however, many
complexities boil to the surface. From the vast variety in bubble shapes and oscillation modes to the
enigmatic zigzag and spiral rising paths *’* 7>, this peculiar hydrodynamic curiosity has spawned an
overflowing library of scientific reports with relevance to biology, chemistry, engineering and many
more disciplines 417>, Despite the substantial research efforts, many aspects of fundamental bubble
behavior remain speculative. In the light of in-liquid plasma initiation, the possible mechanisms for
bubble nucleation, with boiling in particular, are clearly some of the most relevant aspects.
Homogeneous nucleation, which occurs under controlled thermodynamic conditions, is likely
unimportant in this context. Heterogeneous bubble nucleation, on the other hand, can generally have
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many triggers, including contamination, liquid chemistry and radiation 1’6, which are abundant in

plasma-liquid interactions.

For in-liquid plasma initiation experiments and applications, contamination can be naturally present in
the form of nanoparticles (see next section), small gas pockets or a combination of both. Depending
on their size, gas pockets are classified as macrobubbles (over 1 mm), microbubbles (over 1 pm) and
nanobubbles (below 1 um), which display distinct behavior, as explained in Figure 10(a). Studies and
discussions on in-liquid plasma initiation were limited up to now to macrobubbles and microbubbles
(see e.g. ¥ 4549.51.57) ‘whereas the concept of random pre-existing nanobubbles has only been alluded
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45, 47

to in some reviews , without further elaboration. Clearly, the relevance of this topic is still

unexplored in the field.

Figure 10. (a) Comparison of a macrobubble, which rapidly rises due to its buoyancy, a microbubble,
which slowly rises and shrinks due to its surface tension, and a bulk nanobubble with high stability,
whose movements are governed by Brownian motion. (b) Comparison of bulk nanobubbles, which
occur in the bulk liquid, and surface nanobubbles, which are present at a submerged surface, with a
micropancake as a special example. Figure (a) is adapted with permission from 77, Copyright 2007
American Chemical Society. Figure (b) is adapted with permission from 78, Copyright 2012 John Wiley
and Sons.

Nanobubbles are generally recognized in scientific literature as gas cavities with dimensions up to 1
um 179180 3nd can be present in the bulk liquid or at a submerged surface (Figure 10(b)). According to
classical thermodynamic theory, they should not exist due to their high internal pressure, resulting
from their strong surface tension, as explained in Figure 11 7°181 |f the internal pressure is not in
balance with the degree of gas saturation in the surrounding liquid, the bubble gas should dissolve into
the liquid, making the bubble smaller down to complete dissolution. The internal pressure of
nanobubbles is, however, anomalously high, since an unrealistic supersaturation degree of the liquid
would be required to ensure their existence. Yet, stubborn as they are, they do exist. Stable bulk
nanobubbles were first reported in 1982 by means of sonar display #2, while the reality of stable
surface nanobubbles was postulated in 1994, based on force measurements between hydrophobic
surfaces immersed in aqueous solutions 8. Their gaseous nature was not proven until 2014 8 and
2015 8%, explaining why they have only recently been recognized by the scientific community. They

178,180 or even weeks 8. Multiple

are considered stable, with observed lifetimes up to several days
theories have been proposed to explain their stability, as discussed in 8% 87 but substantial evidence

in favor of one theory is still lacking.
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Figure 11. Evolution of the internal gas pressure during shrinkage of a nanobubble in liquid at standard
conditions according to the formula P = P; + 4/d;, from standard theory, where P is the internal
bubble pressure, P; is the liquid pressure at the bubble depth location and d, is the bubble diameter.
For dj, below 1 pm, the internal pressure becomes so high that the bubble should dissolve into the
liquid, in disagreement with experiments. Reprinted from 8, Copyright 2009, with permission from
Elsevier.

Nanobubbles have been detected in natural waters 32 and are generally believed to be widespread in
the environment, but a detailed study on their occurrence is yet lacking. As suggested in
[attard2013review], experimental protocols might unintentionally promote their formation in
laboratory solutions, where they can be generated by means of acoustic, hydrodynamic, mechanical,
optical and particle cavitation, as well as chemical and electrochemical reactions #9192, Note that these
processes are prevalent in a plasma-liquid environment, hence an increased number density can be
expected. The mechanisms apply to both bulk and surface nanobubble production, but the exact
preparation procedures differ. Bulk nanobubble generation generally involves mixing of gas into the
liquid, whereas surface nanobubbles are standardly prepared by a solvent exchange process (compare
e.g. 18919) Besides that, it has been speculated that nanobubbles are constantly created by cosmic
radiation 178, Literature often suggests that they can only occur in supersaturated gas solutions *¥” and
that their cavitation is only related to pressure gradients and variations, contrary to temperature
change 2, yet this is opposed by experimental and theoretical reports 8% 193194 While most research
on this topic is performed with water, nanobubbles have also been reported for aqueous ethanol

195 196

solutions > and protic nonaqueous solvents

Bulk phase nanobubbles can be as small as 10 nm in diameter ’°, but typical sizes range between 100
and 300 nm 7% 197200 ygrious solution preparation methods generally lead to number densities
between 102 and 10 m3 197200 although values up to 1.9 x 10%*° m have been obtained %. Detection
techniques include light scattering 18, cryoelectron microscopy 2°* and a resonant mass measurement
method that can distinguish the bubbles from liquid emulsion or solid nanoparticles 2°2. Due to their
small dimensions, nanobubbles have a negligible rising velocity compared to Brownian motion in the
liquid 2. This feature stands in contrast with microbubbles, which slowly rise towards the surface.
Interestingly, nanobubbles generally have a negative surface charge according to theoretical and
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192,197,203-205 31though this might depend on solution pH *¥7. The negative charge

experimental evidence
results in an outwards repulsive force on the surface, counteracting the high surface tension.
Correspondingly, specialized literature sometimes uses the term bubstons, which is short for ion-
stabilized nanobubbles 7. Negative nanobubbles are strongly attracted to a neighboring high voltage
anode, while repelled by a cathode, and might therefore be responsible for the reported polarity
effects in voltage-induced in-liquid breakdown (see Section Il A). Close to the electrode surface, they

206 which

cause tremendous electric field enhancement, as shown by the simulation results in
facilitates plasma initiation. Additionally, they can play a key role in streamer branching, in agreement
with the simulation study ! on the interaction of streamers with inhomogeneities. As such, this
mechanism can explain the polarity dependence of streamer branching “¢. The importance of
nanobubbles in laser-induced breakdown of water has already been illustrated by a few experimental
studies. Indeed, in 2006, Bunkin and Bakun were the first to demonstrate plasma initiation in
nanobubbles as a seed mechanism for the optical breakdown of water, for laser intensity below the
optical damage threshold of the solvent 2%, More recently, their group used the technique to assess
nanobubble properties, such as their number density, as illustrated by Figure 12 197203 |kezawa et al.,
on the other hand, applied argon nanobubbles to enhance the optical sensitivity of laser-induced

breakdown spectroscopy 2%.

Figure 12. Optical breakdown patterns from a horizontal laser beam (a) in degassed NaCl solution, with
a low number density of nanobubbles, and (b) in the same solution after 24 hours exposure to the
open atmosphere, where the density has increased, as easily deduced from the continuous and
brighter emitted light. Reprinted with permission from 2, Copyright 2016 American Chemical Society.

Surface nanobubbles have the shape of a spherical cap, with a height in the order of 1 to 10 nm and a
width of about 100 nm ¥ 1°* or around 1000 nm 8% 1% where the latter are sometimes called
micropancakes (Figure 10(b)). Their contact angle with the surface differs significantly from what
would be expected of macroscopic bubbles. They are preferably formed on hydrophobic, rough
surfaces 2%, but also occur on hydrophilic substrates 2122, According to a popular school of thought
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on their stability, the three-phase contact line is fixed on the substrate by a strong pinning mechanism.
Some scientists have even used the term superstability, since the surface bubbles do not seem to be
affected by shockwaves 212 and temperatures near the boiling point of water 214, The proposed pinning
mechanisms and other stability theories are reviewed in 8 and &, respectively. Another review 2%,
with high relevance to voltage-induced in-liquid plasma initiation, has investigated how an applied
voltage on the substrate influences the surface properties. According to the findings, a higher surface
charge density results in smaller and more surface nanobubbles, a smaller slip length and a larger drag
of liquid flow. Also this type of nanobubbles is thought to be negatively charged '®’. Next to that, theory
demands that they are subjected to continuous convection (see Figure 13). As they can play an
important role in voltage-induced breakdown experiments, future research needs to point out the
possibility to have a nanobubble attached to the pin electrode tip. An overview of all detection

methods and other related information can be found in .

Figure 13. Convection processes in and around a surface nanobubble according to the dynamic
equilibrium theory of 26217 The gas outflux jou: at the bubble surface is driven by the surface tension
and compensated by a gas influx ji, at the contact line.

In a nutshell, the role of bulk and surface nanobubbles in in-liquid plasma initiation and propagation
processes is left vastly unexplored. A few first studies have been performed in the context of laser-
induced breakdown of liquids, whereas studies on voltage-induced breakdown have yet solely been
centered around micro- and macrobubbles. Given the expected contribution of inhomogeneities of
the liquid in these processes, we want to motivate experimental research on this highly relevant topic.

D. Interface mechanism: Through the eye of the needle electrode

In normal conditions, every metal is covered with a naturally grown oxide layer. The thickness of the
oxide layer is strongly dependent on the metal type, the surrounding environment, temperature and
the time of exposure to the environment. It usually ranges between 1 and 100 nm 238223 put values up
to 50 um have been reported for growth in strongly oxidative environment 224225, |n water with strong
oxidative chemistry, as during plasma treatment, thick and fast growing oxide layers can be expected
on metal electrodes. In other liquids, different types of layers are formed through analogous processes,
as e.g. nitride layers in liquid nitrogen and carbon enriched layers in hydrocarbons, under influence of
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reactive nitrogen species and carbonaceous species, respectively In hydrocarbons, liquid
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conversion by electropolymerization has also been suggested as a layer deposition mechanism 28,
During this growth process, defects and impurities are included into the layer. As a result, the layer can
contain small cavities with lower dielectric constant, for instance from interaction of nanobubbles with
the interface. Plasma initiation is favored in such cavity due to its lower breakdown strength and the
electric field distribution along the nanolayer, in analogy with the bubble mechanism of previous
section. Electrical breakdown of the cavity gas can lead to a significant pressure increase in the cavity
and local thermal instabilities, erosion and chemical degradation in the cavity surface, in agreement
with the erosion mechanism for solid breakdown described in ®. Consequently, a crack can be formed
or the plasma can penetrate through the nanolayer towards the liquid. This process is obviously faster
and more effective for cavities located closer to the nanolayer-liquid interface. Once the plasma
reaches the liquid, the local electric field near the liquid interface is enhanced and a streamer head will
be formed.

Hence, we hereby propose a third class of theories on plasma initiation in liquids, where streamer
inception in the liquid phase is assumed to be preceded by plasma initiation in the electrode-liquid
interface. This class will be further referred to with the term interface mechanism. To our knowledge,
only one example of this mechanism has been postulated before in literature. In his reviews 228 229,
Mesyats advocates the occurrence of microexplosions at a metal electrode submerged in a dielectric
liguid, as an effect of short energy concentration in a microvolume of the electrode. Such
microexplosions, also called explosive centers or ectons, have been thoroughly studied in the context
of explosive electron emission from a cathode in vacuum arcs, where the process is favored at metal
electrodes with dielectric inclusions or covered by a dielectric layer 2°, Although Mesyats only gives a
short, qualitative account of the phenomenon for in-liquid discharge and does not explicitly propose it
as an initiation mechanism, it can be interpreted as one. The mechanism is reminiscent of the low-
macroscopic-field electron emission from dielectric films, as explained with the local field
enhancement hypothesis in the review %!, as well as the breakdown mechanism for solid amorphous
dielectrics described in 1. The former accentuates that thin dielectric films should be seen as “hopping
conductors” instead of semiconductors, in agreement with the latter.

Conditions of thermal instability can be met, since the conductivity of the oxide nanolayer might
increase with temperature and since its temperature rises by conduction currents and dielectric losses
due to polarization. At sufficiently high local electric fields, the rate of internal heating can no longer
be compensated by external cooling effects, and thermal breakdown of the nanolayer will occur.
Depending on the nanolayer and liquid properties, these conditions for thermal instability are
favorable at specific locations. First of all, this mechanism is promoted by local electric field
enhancement at the layer-liquid interface by sharp electrode curvature and by foreign particles or
bubbles. Secondly, strong variations in thickness or imperfection density of the nanolayer can give rise
to a local narrow current density maximum with high amplitude. If the nanolayer has significantly
higher resistivity than the surrounding liquid, for instance, a narrow minimum in nanolayer thickness
is expected to have increased current density. Imperfections in the nanolayer structure, on the other
hand, may act as traps for free electrons. Accordingly, they create energy levels that lie just below the
conduction band of the nanolayer (see Figure 14), promoting conductive currents through an electron
hopping process ¥ 22°, Figure 14 is reproduced from the work of Lewis %%, which is an old but still
recommended source on the detailed electronic description of a metal-oxide-liquid junction. In this
context, it is very interesting to note that Lewis proposed streamer initiation by the combination of
two related mechanisms in his later work 232, One mechanism concerns the Lippmann effect in which
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the electric fields of the double layers at the electrode diminish the interfacial tension, inducing a
region of low density on the electrode surface. The other is the Auger effect in which electrons obtain
high energy from electron-hole recombination across the large energy gap, allowing impact ionization.
Apart from that, an elastically deformable nanolayer can additionally undergo electromechanical
breakdown, when it is subjected to electrostatic compression forces that exceed its mechanical
compressive strength 1. The latter nanolayer breakdown processes will be associated with shockwave
generation and cavitation, which allows plasma initiation in a similar way as in the bubble mechanism
(see previous section). A 2D model for cavitation as an effect of an underwater explosion near a wall
is described in 7.

Figure 14. Electron tunneling and hole drift mechanisms in a metal-oxide-liquid junction during voltage
application (left) at a metal cathode and (right) at a metal anode, according to Lewis et al. For
increasing applied voltage, the potential barrier in between the metal cathode and the oxide layer is
lowered, until electrons can tunnel towards the conduction band of the oxide. There, collisional
ionization and trapping processes bring the electrons in shallow trapped states, from which they can
escape by thermal activation towards the conduction band or tunneling towards neighboring states.
This hopping mechanism forms the basics of current conduction in the oxide layer. At the anode, the
situation is analogous, but electrons tunnel towards the anode from the valance band in this case,
generating holes. Adapted by permission from Springer Nature from 28, Copyright Plenum Press, New
York 1988.

The influence of suspended solid particles on the breakdown mechanism has frequently been
investigated in research on commercial transformer oils, where solid impurities are present as fibers
or as dispersed solid particles ¥233, To our knowledge, this particle mechanism has not been proposed
before as plasma initiation process in pure liquids, for the obvious reason that such liquids are not
expected to contain significant impurities. Nevertheless, it should be taken into account here as well,
since in-liquid plasma can introduce considerable amounts of solid particles into the liquid phase,
either as an effect of electrode erosion or by chemical synthesis. Electrode erosion occurs through
various mechanisms, depending on the stage of plasma evolution. Before breakdown, material of the
electrode where plasma is initiated can be transferred towards the liquid as an effect of electrode
melting and evaporation, whereas the counter electrode or opposing wall can be eroded by the striking
shock wave coming from the approaching streamer head 2%’. Accordingly, erosion effects are even
important for low energy pulsed corona in liquid, as observed in 22234236 _Figure 15 illustrates this for
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tungsten and titanium needle electrodes. During breakdown, metallic liquid wells are formed at the
contact points between the plasma channel and the electrodes. These molten wells are subjected to
numerous forces, originating from the adjacent pressure and temperature gradients and, in the case
of high currents, from magnetic spinning as well. These forces are symmetric at both electrodes and
dominate molten droplet emission. This explains why electrodes of identical material are eroded
almost independently of polarity during this stage. After the discharge is turned off, further electrode
erosion can occur in the form of cracks and thermal spalling. A more detailed description of these

processes in function of the discharge stage is found in the review of Belmonte et al. ??’.

100 pm
T

Figure 15. SEM images of eroded tungsten (upper panels) and titanium (lower panels) needle
electrodes tips after 40 min operation in a pulsed in-liquid corona plasma reactor, for different
magnifications. Note that the corona discharge remains located at the electrode and does not reach
the opposing electrode, so the electrical current remained fairly small during the experiment. The
figure is reproduced from 2%, © 10P Publishing. Reproduced with permission. All rights reserved.

From these insights, the extent of electrode erosion is evidently strongly dependent on the melting
point and composition of the electrode material. Lukes et al. confirmed this for underwater corona by
comparison of three needle electrode materials 2%, In the latter study, however, electrolysis was found
to have a large contribution to the total erosion as well, in particular for the stainless steel needle,
which released up to 40-50% of its eroded material in the form of iron ions. For a given electrode
material, the composition, shape, size and number of generated nanoparticles can be controlled with
several parameters, including the discharge duration, pulse energy, electrode shape and liquid
properties 227, Pulsed underwater corona from a needle electrode, for instance, leads to higher erosion
rate at higher water conductivity and larger needle diameter 23* 23> 237 Nanoparticles can also be
chemically synthesized by conversion of the liquid 38 or dissolved ions #*°. As should be noted,
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electrode erosion as well as liquid conversion by means of plasma can produce nanoparticles with
complex shapes, including homogeneous colloids, nanotubes, nano-onions, nanohorns, etc., and
further clustering of these particles can occur %27 28, Similarly to the solid impurities in commercial
transformer oil, plasma produced nanoparticles can move towards regions in the liquid with locally
high electric fields and influence plasma initiation and propagation. As a main difference, these
particles do not have to be dielectric (e.g. metal oxide nanoparticles), but can also be metallic or
composite colloids. Nanoparticles are sometimes applied in laser-induced breakdown of liquids in
order to generate nanoplasma in a so-called plasmonic nanobubble, as explained in Figure 16. This
effect has evident resemblance with the injection of highly energetic electrons from irradiated
plasmonic nanoantennas, as recently described in 2242, Similar plasmonic behavior can be expected
during high voltage application for a nanoparticle located near an electrode or for sharp protrusions
at an electrode surface, as clearly seen in the upper panel of Figure 15. In addition to all these effects,
heterocoagulation between nanoparticles and nanobubbles has been reported (see Figure 3 above)
199 The resulting clusters can also contribute to the in-liquid plasma mechanisms.

Figure 16. Schematics showing the formation of a plasmonic nanobubble in water. (a) A metal
nanoparticle is irradiated by an ultrafast infrared laser, where the double arrow represents the
oscillating electric field. This results in the oscillatory displacement of the conduction electrons in the
nanoparticle. (b) The surrounding water is ionized, creating nanoplasma near the poles of the colloid.
(c) The water is isochorically heated during the relaxation of the plasma, inducing a pressure wave and
thus (d) generating a nanobubble around the particle. Reprinted with permission from %3, Copyright
2012 American Chemical Society.

In summary, the submerged electrodes for voltage-induced plasma initiation are subjected to several
effects, including deformation, erosion and oxidation, resulting in roughness and the formation of an
oxide layer. These manifestations can lead to several breakdown mechanisms, which have not yet
received sufficient attention in research. Additionally, electrode erosion and liquid conversion
introduce nanoparticles in the liquid, which can cluster with nanobubbles, forming different types of
inhomogeneities in the liquid or on the electrode surface. As such, they are expected to influence
plasma initiation and propagation as well.

E. Liquids in strong fields: Can the floating water bridge help us cross the knowledge gap?

Even under standard conditions, the microscopic structure of water remains a mystery 2. According
to the standard model, each water molecule is on average bonded to four others in a tetrahedral
pattern 2%, In 2004, a controversial study in Science 2*® opposed this view, suggesting rings and chains
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of water molecules, where they would only bind to two others. More recent research indicated an
even higher complexity of molecular configuration, where rings composed of six molecules on average
form the entity of tetrahedral-like units in a continuous, flexible, hybrid network 2*’. Moreover, water
is not purely liquid. Instead, it is simultaneously liquid and solid in a multiphase arrangement, literally
like an ocean stippled with tiny icebergs each comprising about 100 molecules ?**, To make it even
more complex, the microscopic structure depends strongly on temperature, pressure and solutes, thus
also the acid-base balance 2*%°, As should be reminded, this labyrinthine picture only applies to a
confined area near standard conditions in the phase diagram of water. Further exploration of the phase
diagram has led to the discovery of sixteen crystalline and three amorphous ice states 2°°. Among these
controversies, complexities and numerous anomalies of water, researchers seem to agree on one thing
— when it comes to water, a lot boils down to the strong hydrogen bond 24+ 24% 250 A |ot, though not
everything. Van der Waals interaction has now been revealed as its indispensable sidekick, which
should be taken into account in ab initio computer simulations to ensure accurate results %% 2°2,

For plasma initiation in water, this is just the tip of the iceberg. That is, one is clearly treading on thin
ice when standard water properties are extrapolated to a situation with a strong electric field. Indeed,
enhanced structuring of water under influence of an external field is a well-known phenomenon in
interfacial electrochemistry, where it has been observed in both experiments and molecular dynamics
simulations 23, Nevertheless, caution is required when interpreting results from literature, since they
usually are specific for the investigated conditions. At an interface, the local restructuring process also
depends on the distance to the surface 2°3. Apart from the overall liquid reorganization, ionic solutes
break out of their solvation shells at a field strength around 1.5 X 10° V/m, gaining higher mobility
254 Moreover, salt addition reduces the protonic mobility, as well as the required field for water
dissociation 2°*. A field of 2 x 10° V/m induces electrolysis of water, resulting in molecular hydrogen
production %°°. At the current state of research, the effect of the electric field on hydrogen bonds is
not clear, with seemingly contradicting studies >°.

Next to electrochemistry, the floating water bridge provides an interesting environment to study the
behavior of water in strong fields. As shown in Figure 17, this water bridge is usually formed between
two glass beakers, each containing an electrode of opposite polarity. Applying DC or AC high voltage
between the electrodes leads to the formation of the bridge, which is sustained as long as the voltage
is present, with the water level in the two beakers remaining unaltered. Interestingly, the internal flows
in the bridge display similar behavior to Birkeland currents in gaseous plasma, with a cylindrical inner

core and a tubular outer shell flowing in helical direction 2°®

. While the history of this experiment dates
back to the end of the nineteenth century, the exact cause of its sustainability continues to be a topic
of debate. However, both an analytical model and a simulation study have independently
demonstrated bridge stabilization by orientational reordering of the water molecules with their dipole
moments parallel to the field, resulting in chains of aligned molecular dipole moments 27 %58, The
alignment is counteracted with addition of salt, in agreement with experiments 28, The difference
between the microscopic structure of the floating bridge and the one of bulk water has also been
shown in other studies. In a HDO:D,0 water bridge, for instance, the lifetime of the local OH stretch
vibration of HDO molecules was found to be shorter than in the bulk, while its delocalization by
thermalized relaxation lasted longer %°°. The core of the bridge contains water with H* ions and ice-like
features, while the outer shell contains more OH™ ions 2. In the bridge, a higher H* mobility than in
bulk water has been measured, explained with a stronger hydrogen bond and therefore stronger

intermolecular proton delocalization %!, These delocalized protons seem to result in a separation of
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charge, with excess charge of opposite sign in each of the beakers 2°2. Superfluid properties have been
attributed to the floating water bridge, based on calculation of the tension in the bridge in terms of
the Maxwell pressure tensor %7, One study suggests the formation of molecular hydrogen in the liquid,
which is subsequently degassed at the surface of the bridge 2%3. Remarkably, according to two other
studies, a network of nano- and microbubbles might be present in the outer layer of the bridge,
counteracting the surface tension and responsible for the observed light scattering, heating and strong

density changes 264 265,

Figure 17. A thin floating water bridge between two glass beakers for an applied DC voltage of 33 kV.
Reprinted by permission from Springer Nature from 2¢. Copyright EDP Sciences, Springer-Verlag 2013.

Many of these insights can be used to interpret studies on plasma initiation in water, especially for the
slow mechanisms, such as the bubble and subsonic mechanism. Moreover, since the above studies
correspond to the steady-state behavior of water subjected to a strong electric field without plasma
formation, they also reveal the changes in microstructure that can be expected during faster plasma
processes in water, such as the electronic and supersonic mechanism. We believe that studies on the
transient initiating processes in surface electrochemistry and the floating water bridge can
simultaneously provide more direct information for the early stages of plasma initiation. Such studies
are, however, scarce (see 8 8 for two examples). Therefore, interdisciplinary investigation of these
transient phenomena will be beneficial for all involved fields.

Ill. PLASMA-LIQUID INTERACTION: ELECTRICAL PROPERTIES OF THE LIQUID SURFACE
A. Electrical coupling of the worlds above and beneath: A not-so-superficial surface

Plasma is more than just the sum of its constituents. When studying gas discharges, one needs to
consider the whole package. The long-range Coulomb interactions between the charged and dipolar
plasma constituents bring about a collective behavior of the entire particle system. In fact, this
collective behavior is exactly what differentiates gaseous plasma from neutral gas %*’. Most plasmas
are quasi-neutral, meaning that the macroscopic net charge equals zero. Due to the higher mobility of
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free electrons as compared to heavy ions, a disturbance in the plasma, such as the addition or removal
of charge, gives rise to oscillations of the electron gas relative to the ionic cores. Such plasma
oscillations form the elemental manifestation of the collective behavior, characterized by the plasma
frequency 2%’. In weakly or partially ionized plasma, neutral-charge interactions typically dominate
charge-charge interactions, resulting in a restricted and less pronounced collective behavior.
Nonetheless, this behavior is still present. A special case is seen in plasma jets, where flowing inert gas
at atmospheric pressure is first ionized and subsequently vented through a tube into ambient air. At
the tube outlet, a plume-shaped plasma is visible by the naked eye. When observed by rapid imaging
techniques, this plume can be recorded as a bullet-shaped plasma that repetitively propagates with a
velocity in the order of 10 km s or more, much faster than the gas flow 2%8. This appearance
accordingly was given the name “plasma bullet”. As suggested by Ye and Zheng in 2%°, the term “bullet”
is @ misnomer, since it seems to imply an autonomous plasma disconnected from its region of origin.
The bright bullet namely leaves a less-luminous yet conducting tail behind. Placing two or more plasma
jets parallel and close to each other reveals another remarkable feature: the plasma plumes couple
together into one amplified jet 2’°. Clearly, when considering plasma, one needs to stay aware of all
surroundings.

In plasma physics of liquids, this holistic view on gas discharges becomes even more important. Figure
18 shows the influence of a pulsed inhomogeneous electric field below the plasma formation threshold
on a volume of water, as studied in #. A high voltage pulse is applied on a downwards oriented needle
electrode, of which the tip is submerged just below the water surface. Under influence of the induced
field, the fringes in the initial interferogram (Figure 18(a)) were strongly bent in the top few millimeters
of the liquid (not shown), with perturbations deep into the bulk, indicating that polarization took place
over the entire liquid volume. The recorded interferograms were processed to give the time evolution
panels in Figure 18(b)-(g), representing the space-resolved change in refractive index, as well as
medium density. The panels not only display a jet (red area in the pictures) moving downwards from
the pin electrode, but also reveal an unanticipated band of lower density (blue feature in Figure 18(f))
near the water surface. Electric fields can thus influence liquids over their entire volume, with strong
effects on places, such as the water surface, where we would not expect them in first instance.
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Figure 18. (a) Interferogram of a water filled cuvet in absence of an electric field. A downwards pointing
needle electrode is located with its tip right below the water surface. The planar electrode underneath
the cuvet is grounded. ROI stands for the region of interest, considered in the time evolution panels
(b)-(g), which are determined from the evaluated interferograms during application of a voltage step
with an amplitude of 20 kV and rise time less than 500 ms. A positive phase shift up to 6m (red)
corresponds to high refractive index and density, as in the jet, and vice versa for a negative phase shift
down to -67t (blue), as in the band right underneath the liquid surface. Adapted from 8 with permission
of the PCCP Owner Societies.

Similar phenomena can be expected when plasma is generated above a liquid surface. Indeed, the
effect of a water surface on gas discharge behavior has been observed in a few recent studies. Vanraes
et al. discovered unusual plasma phenomena, for instance, in a dielectric barrier discharge over a water
film (see Figure 19) ?’*. As can be understood from its name, this type of discharge is generated by
placing one or more dielectric barriers between the electrodes, which prevents high currents and thus
arc formation. Next to plasma jets, a dielectric barrier discharge over a water electrode is one of the
two main plasma reactor types considered for application in plasma medicine and water treatment !’
19272 In the study of Vanraes et al., the barrier was located on the high voltage electrode and the liquid
film served as grounded electrode. For AC powered plasma, dissimilar behavior was observed by
means of high speed imaging during the positive and negative voltage half cycles. When the water
acted as anode (Figure 19(a)), a short intense plasma filament appeared, comparable with the case of
a dielectric barrier discharge between solid electrodes. For a water cathode (Figure 19(b)), however,
the electrical discharge lasted longer with lower intensity and a glow-like ionization wave onto the
dielectric barrier was seen. Based on two other studies 2’> 274, the ionization wave seemed to be
characteristic for a resistive barrier discharge, an uncommon type of plasma with more diffuse features
as compared to the usual dielectric barrier discharge. Moreover, a bright plasma spot was continuously

31



witnessed near the water surface. To the best of our knowledge, this unique property has never been
reported for dielectric barrier discharges with solid electrodes.

Figure 19. Temporal behavior of an AC powered single dielectric barrier discharge filament between
an upper high voltage needle included in a spherical quartz barrier and a thin water film over a
grounded grid, with (top panels) the accumulated light signal from a photomultiplier tube and (bottom
panels) time-resolved imaging, (left) during the negative and (right) positive voltage half cycle. The
blue panels present images obtained with an OH filter. For all panels, the applied voltage amplitude
was 6.7 kV, except for the most left bottom panel, where the discharge for 8.5 kV is shown for
comparison. The figure is reproduced from 271,

The fundamental study of plasma jets over a water surface, on the other hand, has received increasing
interest in recent years. Also for this reactor configuration, the influence of the liquid surface is
apparent. Three different plasma jets over a water sample were investigated in 2> and compared for
the situations with and without water. For the case with water, the plasma bullets had higher velocity,
intensity and gas temperature. Next to that, higher power dissipation was measured at the moment
when the bullet hit the water surface. The plasma bullet impact area on the water surface was found
to decrease with increasing liquid conductivity in 2’®. As another influence of increasing conductivity, a
higher water vapor uptake into the plasma plume was detected in 2’’. Remarkably, the latter study
reported an upwards deflected plasma bullet after impact on the liquid target. In 2’8, on the other
hand, a change in plasma mechanism was observed when the bullet reached the water surface, which
was attributed to the presence of water vapor. As seen in Figure 20, the ring-shaped plasma bullet
made a transition into a pin-like feature upon impact. Afterwards, the discharge remained present at
the surface for an unusually long time. Also in this case, the bullet velocity was found to be higher than
in absence of water.
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Figure 20. High speed imaging of a propagating plasma bullet from a helium plasma jet. The time index
of the images is given at the top of each frame, while the intensity legend is given in arbitrary units at
the bottom of the figure. Reprinted from 2’8, with the permission of AIP Publishing.

For gas discharges over a liquid surface, evaluation of the bulk liquid has mainly been performed in
terms of chemistry, convection and diffusion up to now %6, To investigate other features of the liquid,
diagnostic methods and simulation techniques applied in electrochemistry and in research on the
floating water bridge (see Section Il E) can be considered. Special interest goes to plasma jets and
dielectric barrier discharges over a liquid surface, as these types of plasma reactors are versatile and
promising for various applications, such as water treatment and plasma medicine (see introduction).
While the number of investigations on the gaseous phase is increasing for plasma jets, the fundamental
features of dielectric barrier discharge over a liquid surface are still largely left unexplored. Therefore,
we promote the necessity for further and deeper investigations on these topics. In the next sections,
we will shift our focus to elemental processes at the plasma-liquid interface. As depicted in Figure 21,
surface deformation and ionic desorption will be discussed in Section IIl B, followed by electron
emission mechanisms in Section Ill C. Finally, Section Il D will shortly consider the area right above the
surface.
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Figure 21. Schematic overview of Section Ill. The blue codes refer to the corresponding subsection
numbering. M*/M" stands for either a positive or negative ion.

B. Surface ion release: Surfing on capillary waves and Taylor cones

While bulk liquid displays complex microscopic behavior (see e.g. Section Il E for the case of water),
the gas-liquid interface is considered even more complicated #’°. On the atomic scale, a liquid surface
is not planar, but characterized by thermally activated capillary waves %9, as well as perturbations
induced by adsorbed surface-active solute ions 221283, As stated by a simulation study in 2%, the
molecular orientation in the interface layer depends on local surface fluctuations, since dipoles point
towards the gas phase on extrusions and lie flat on the surface elsewhere. Another complexity involves
the interface thickness, often defined as the distance perpendicular to the surface over which the

density profile passes through 10% and 90% of the total change between bulk gas and bulk liquid %°,

286-288 and

This thickness strongly depends on experimental conditions, as it grows with temperature
shrinks with surface tension 2%. According to simple theory, all salts undergo a clear interfacial charge
separation with the formation of an ionic double layer, while several molecular dynamics simulations
have shown this to be incorrect in some cases ?°°. For the case of aqueous solutions, the exact
composition and electrical structure of the interfacial region depend on the nature and bulk
concentration of solutes in a complex manner. As a general trend, however, the water surface prefers
to adsorb easily polarizable, large anions, whereas cations and weakly polarizable, small anions are
repelled towards the liquid bulk %% 21, Hydronium cations are remarkable exceptions, with a clear
tendency towards the surface 1. As further discussed in Section Ill C, also solvated electrons can
temporarily reside near the gas phase 721293 Accordingly, it seems justified in general to model the
upper edge of the air-water interface as a Stern layer, in analogy to the double layer theory for solid-
liquid interaction. Yet, more detailed research is required to elucidate the solvation structure of
specific ions at the liquid surface, i.e. whether they can break out of their solvation shell and to which
degree they are exposed to the gas phase. Regarding the water molecule arrangement, empirical
polarizable models with fixed charge seem sufficient to estimate the oxygen-oxygen and hydrogen-
oxygen radial distribution functions, hydrogen bond populations and orientational relaxation times in
the interface region. Nonetheless, ab initio simulation is required to obtain the experimentally
observed drop in molecular dipole moment and the expansion in oxygen-oxygen distance near the gas
phase 2°*, To date, our understanding of the interfacial ion distribution, molecular orientation and
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surface potential in terms of the electric field is incomplete 2°°. As main consensus between studies,
the chemical composition at the interface shows clear differences in comparison to the bulk and simple

rules seem difficult to state 27°.

Still, a liquid-plasma interface contains an even higher level of complexity, due to the external electric
field, particle bombardment, space charge effects, incident radiation, locally enhanced evaporation,
chemical and electrochemical processes and so on. Several of these influences have been extensively
discussed in the recent review of Bruggeman et al. *°. In what follows, we will shortly introduce a few
other aspects that deserve, in our opinion, particular attention.

Figure 22 shows the evolution of a water surface subjected to a strong electric field, as calculated with
molecular dynamics simulation 2%, First, the applied field reorders the dipolar orientation of the water
molecules until a protrusion arises at the surface, which grows into a Taylor cone-like structure (Figure
22(b)). Depending on the exact conditions, the Taylor cone can further grow into a vertical water
bridge, as depicted in Figure 22(c) (see also Section Il E). Before the Taylor cone tip reaches the upper
electrode, electrical breakdown can take place between the electrode and the water tip, as observed
in 2% 2% An example is shown in Figure 23, where an oscillatory motion between formation and
destruction of the bridge occurs in presence of a high circuit resistance. As another possibility, the very
strong local electric field at the tip of the cone can lead to the ejection of highly charged droplets under
influence of Coulomb repulsion 7. The charged droplets decrease in size through a combination of
evaporation and fission processes, finally resulting in the formation of gas phase ions, which forms the
basic mechanism of electrospray ionization 2°’. Here, we enter the field of analytical chemistry, with
ambient desorption ionization in particular 298302, Ambient desorption ionization can be understood as
an umbrella term for desorption of ions from solid or liquid samples at ambient conditions.
Electrospray ionization stands as but one example from a wide spectrum of methods used for this
application, next to laser desorption 3%, thermal desorption 3% and plasma-based techniques 3°°-3%,
While it is beyond the scope of the present review to give a concise overview, we want to emphasize
its relevance and importance in the fundamental mechanisms of plasma-liquid interaction. In line with
Section Ill A, desorbed ions cannot only influence the local processes at the plasma-liquid interface,
but might also change the overall plasma behavior. Nonetheless, many studies neglect their role, since
experts in the field tend to focus mostly on the effects of plasma on the liquid (see e.g. % °®). This
tendency can be explained with the main applications that drive this line of research, including water
treatment and plasma medicine, where the liquid (bio)chemistry forms the main objective. We
therefore aim to motivate experts from plasma physics of liquids and analytical chemistry to team up,
in order to scrutinize the fundamental aspects of ambient desorption ionization, as this will strongly

benefit both fields. For more information on this topic, we refer to a number of excellent reviews 2%
303, 305-309
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Figure 22. A sequence of snapshots of a molecular dynamics simulation showing the water surface
deformation under influence of an applied electric field (upward direction) of 2 X 10° V/m: (A) the
system in absence of the field, (B) the system in presence of the field during a transient stage where a
cone emerges from the surface and (C) the final steady-state when the cone has grown to a cylindrical
structure (so-called vertical water bridge). Red and white spheres represent oxygen and hydrogen,
respectively. The figure is reprinted from %8 by permission of the publisher (Taylor & Francis Ltd,
http://www.tandfonline.com).

Figure 23. Consecutive photographs (from left to right) displaying one period from an oscillatory
behavior in a vertical water bridge. Initially, a filamentary plasma channel is formed in between the
water surface and the upper DC electrode. Next, the water surface rises until it touches the electrode,
creating a vertical water bridge. Afterwards, the surface lowers, the bridge breaks and the cycle is
repeated. The time interval between the consecutive frames is 20 ps. The figure is reproduced from
2% © 2013 Namin and Karimi.

C. Surface electron release: To be, or not to be solvated, that is the question

When plasma is generated in contact with a solid surface, the properties of this surface will clearly play
an important role. One of the most decisive material features in this context involves the ability of the
surface to emit electrons. Electrons can be emitted as an effect of several processes, including heating
of the surface, the photoelectric effect, as well as bombardment by ions, metastables and ground-
state gas species with sufficient kinetic energy. Depending on the exact experimental conditions, one
of these mechanisms might be dominant, permitting simplifications. For instance, one can consider
the average number of emitted electrons per incident ion and give it a fancy name. In this manner, the
secondary electron emission coefficient ¥ was born 3%°, This old approach is still commonly used,
especially for glow and dielectric barrier discharge 31313, As such, secondary electron emission
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coefficients are nowadays available in literature for various metals and dielectrics 314316, Nonetheless,
one should stay aware of the simplification being made, since it might not be valid in certain cases. In
the case of a dirty cathode, for example, bombardment by neutral species was found to be roughly
equivalent to ion-induced electron emission in 31°. Moreover, a higher kinetic energy of incident
particles results in a higher secondary electron yield, making the considered coefficients a function of
this energy 31°.

Today, modeling of plasma in contact with liquids is facing a crucial challenge: developing a trustworthy
description for electron emission from liquid electrodes. For aqueous solutions, the ion-induced
secondary electron emission coefficient can be found in a few reports for the case of glow discharge
electrolysis °”-31732%_|n the review *’, for instance, Bruggeman et al. mention a value range around y =
1073 — 10~*, which are 2 to 3 orders of magnitude smaller than for metal electrodes. These values
are calculated from the cathode potential drop, by applying the standard model of glow discharge
between metal electrodes. Applying this model is reasonable, in the sense that a glow discharge with
a water cathode displays a similar structure to the one between metal electrodes (see e.g. 323%2), One
should stay aware, however, that the retrieved values must be understood as indirectly measured
“apparent” secondary emission coefficients, as they refer to neither a physical, nor an established
material surface constant. Indeed, different authors have observed a filamentary, inhomogeneous

cathode layer structure instead of a diffuse one 32% 323 324

, rendering the glow discharge model a
posteriori invalid. The plasma sustainment mechanism at a liquid cathode is therefore expected to be
different from the ion-induced electron emission from metal cathodes, as mentioned in °. According
to the tunneling mechanism of Cserfalvi and Mezei, ion-induced secondary electron emission at a
water cathode in glow discharge electrolysis consists of four steps 3':

e First, bombardment of the water cathode surface with an incoming positive ion results in a

solvated electron.

e Next, this electron reacts with a hydronium cation to form a neutral H atom.

e Then, the H atom diffuses through the water interface towards the gas phase.

e Finally, in the cathode dark space, the H atom is ionized, resulting in a secondary free electron.
Nonetheless, the large number of steps, as well as the slow diffusion step, makes this model
qguestionable. Moreover, this mechanism is largely based on the observation that the calculated
secondary electron emission coefficient is pH dependent for pH < 2.5, while the contribution of the
corresponding change in water conductivity is not taken into account. Also, it is limited to aqueous
solutions and cannot explain electron emission for other liquids, such as for ionic liquids at low
pressure 3%, Gaisin and Son postulated a more universal, qualitative mechanism for secondary electron
emission, where electrons are released by negative ions in the vicinity of or on the liquid cathode
surface 318, This model is based on the idea that it generally requires less energy to emit an electron
from a negative ion than from ionization of H,0, but this idea can be extended to other liquids as well.

As can be deduced from these mechanisms, there seems to be a general belief among plasma scientists
that ion-induced electron emission at a water cathode is fundamentally different in nature from the
mechanism known for solid metal electrodes. We want to bring to mind that this cannot be known
with certainty. Namely, the deviation of a glow discharge at an aqueous cathode from the case with a
metal cathode might originate from the characteristic way in which the aqueous solution compensates
for the accumulated surface charge stemming from the incoming ions and extracted electrons, rather
than from the emission mechanism. The charge compensation mechanism depends on electronic
properties of the liquid bulk and interface, such as their distributed resistivity, capacitance and
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dielectric constant. Although it possibly involves highly mobile aqueous protons (see Section Il E and
326,327) 35 an effect of the strong field induced by the surface charge, the compensating processes will
be slower than at a metal cathode.

Electron emission from a water cathode induced by a single incident ion, on the other hand, can occur
on small time scales, where the liquid appears frozen in time. Therefore, the mechanism of ion-induced
electron emission at a water cathode might be similar as for a solid surface, making it possible to apply
a solid insulator or amorphous semiconductor model (see Section Il B). The fundamental mechanisms
of electron emission from solid insulators are very similar to the ones from solid metals 3°. Figure 24,
for instance, presents potential electron emission from an insulator by an incident multi-charged ion.
As the ion approaches the surface, surface electrons get captured in the empty outer shells of the ion,
resulting in a so-called hollow atom, i.e. a multiply excited atom. The hollow atom, being a transient
state, ejects the captured loosely bound outer-shell electrons, resulting in secondary electron
emission. This mechanism can be formulated for metals, where conduction electrons are emitted, or
for semiconductors and insulators, where electrons from the valence band take part in the process 36,
Slow singly charged ions can contribute as well to the potential emission mechanism, though less

efficiently. Next to that, fast incident ions can transfer their energy to electrons through a kinetic
328, 329

emission mechanism

Figure 24. Mechanism of secondary electron emission from an insulator surface (LiF salt) by an incident
multi-charged ion A%. As the ion approaches the interface, the electronic potential barrier between
ion and solid is gradually lowered, until surface electrons are transferred to the Rydberg levels of the
ion. Electron capture and subsequent loss leads to emission of free electrons. The electron emission
sequences end when the ion reaches close enough to the surface to have its inner shells filled, resulting
in the formation of a neutralized species A°. Reprinted from 3¢, Copyright 2000, with permission from
Elsevier.

Potential and kinetic emission plausibly also occur over a liquid surface, in clear analogy. Contrary to
what is intuitively expected, insulators exhibit more efficient ion-induced electron emission than
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316 50 it is tempting to expect this for dielectric liquids with a large band gap as well. However,

metals
the compensation mechanisms for the accumulated surface charge are likely different for dielectric
liquids and solids. Also, one needs to consider the distinct features of a liquid surface as compared to
solids, such as the ionic double layer and types of adsorbed anions. That is, electrons from negative
ions at the gas-liquid interface (see Section Ill B) might be preferable candidates for electron emission.
In addition, solvated electrons might play a major role in this story. The nature of solvated electrons
at the liquid surface is still controversial, with contradicting results between studies 1°7-29%:293,:330 \Whijle
in some studies, no excess electrons are detected at the surface 339, other reports mention them with
conflicting data on their stability and solvation structure °7-2922% According to the experiments in 2%,
surface electrons are completely surrounded by a solvation shell, with a lifetime exceeding 750 ps. A
second study found a stable surface-bound state that was prevented from complete solvation for over
100 ps, attributed to a free-energy barrier between the gas phase and bulk liquid **’. Surface electrons
with a partial solvation shell were also reported in a more recent investigation, yet with a shorter
lifetime 2°2. Note in this regard that the stability and structure of surface electrons might be
significantly altered in presence of an external electric field, in analogy with the thought experiment
of Figure 8. Additionally, the prevalent reactive species at a plasma-liquid interface further complicate
their stability, as discussed in 331, The latter argument, however, is not unique to plasma-liquid

interaction, since, in general, solvated electrons are simultaneously formed with reactive species.

Thus, to be, or not to be solvated, that is the question. Very interesting on this subject is the old model
of Parilis and Kishinevskii, which explains kinetic secondary electron emission from a surface by ion
bombardment with the transition from valence band electrons to the conduction band 3%.
Subsequently, recombination of an electron-hole pair over the band gap occurs, where the
recombination energy is transferred to a conduction band electron, resulting in the emitted electron.
This model was originally formulated with an internal Auger process, but can be extended with two
analogue mechanisms, which have been discovered recently for water 332335 |n view of the “frozen
liqguid” model for liquid water on small time scales, Figure 25 shows experimental values of the
secondary electron emission coefficient y for pure H,O ice upon ion impact, taken from 33, Ice emits
electrons remarkably more effective than aluminum, in agreement with the generally higher efficiency
of insulators as compared to metals 31® and in line with an old qualitative report on corona discharge
from ice peaks 3*’. Values of y for incident ion energy below 5 keV are, unfortunately, not found in
literature. Nevertheless, these results strengthen the hypothesis that electron emission from a liquid
water cathode is limited predominantly by its flowing nature and thus its charge compensation
mechanism, rather than its molecular composition.
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Figure 25. Measured values of the secondary electron emission coefficient y of an amorphous H,0

ice film (a) as function of incident proton kinetic energy and (b) as function of the atomic number of

the incident ion at a fixed kinetic energy of 5 keV/amu, with comparison to aluminum. The graphs are
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It should be emphasized that ion-induced electron emission is but one of several possible mechanisms.
Thermionic emission from liquids at ambient conditions is unlikely due to the high temperatures
required for this process *’. Field-induced emission, on the other hand, requires a locally strong electric
field at the surface. This process should especially be considered, as the electric field can be enhanced
by surface deformation (Section Ill B) and droplets at the interface (Section Ill D). Also, ion
bombardment and the electric field can combine to synergetic ion-enhanced field emission 3%.
Photoemission under influence of plasma generated photons and explosive electron emission, as
mentioned in Section Il D, should also be considered at a liquid cathode. The latter two processes can,
in contrast to ion-induced emission, account for electron emission in nanosecond time scales 3*°. To
our knowledge, explosive electron emission has up to now only been studied for solid and liquid metal
surfaces, but not from a dielectric liquid.

D. Electrical properties of surface vapor: Into the mysteries of the mist

If plasma physics of liquids were a water amusement park, it surely would have a lot of attractions. In
the previous sections, we have considered, among others, sub-aquatic activities involving underwater
photography (Section Il), the synchronized swimming of dipolar water molecules (Section Il E), capillary
wave riding by surface ions (Section Il B) and the eruption of spraying Taylor cones as miniscule splash
fountains (Section Ill B). In the current section, the steam saunas and thermal pools are presented,
before we revisit the nanobubble bath from Section Il C. While these themes might look deceivingly
relaxing, the conditions at the plasma-liquid interface are likely turbulent and in strong non-
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equilibrium. At the atomic scale, the interface is prone to various violent processes and influences,
such as a continuous bombardment with ions, electrons, neutral species and photons, strong
inhomogeneous fields, gaseous and liquid convection, strong density gradient driven diffusion and
different chemical reactions, including ionization, photochemistry and electrochemistry. Some
examples have been discussed in Sections Il A, Il B and Ill C. Others can be found in *°. Most of these
processes contribute to heating of the interface and mass transfer towards the gas phase *°. Gaseous
convection and diffusion, as well as ionic drift processes under influence of the electric field, can spread
the transferred mass over the entire plasma volume. Next to desorbed ions, as discussed in Section IlI
B, mass is also relocated from the liquid into the gas phase in the form of solvent vapor and droplets.

Whereas a vapor layer is naturally present at a liquid surface, the properties of interfacial mist under
plasma conditions is strongly influenced by the above mentioned processes. As suggested in 3%, a
water surface in contact with plasma in ambient air can act as a heat sink. This locally stabilizes the
discharge, in addition to electrical stabilization caused by the distributed resistance of the liquid
electrode. The enhanced evaporation and water sputtering by ion bombardment 34342 |ead to higher
humidity. With humidity, also the breakdown voltage in air increases. While this effect is often ascribed
to electron scavenging originating from the electronegative nature of water vapor, it has been
demonstrated in 3** that electron detachment and ion conversion processes need to be taken into
account as well. Although the critical breakdown field (not to be confused with the breakdown voltage)
is unaltered with addition of water vapor, the humidity effect is caused by nondetaching cluster ion
formation upon collisions of negative ions with H,O molecules. For instance, H,O molecules cluster
with O, through cascade reactions 3*%:

05 + H,0 + M & 05 (H,0) + M (1)
05 (H,0) + H,0 + M < 035 (H,0), + M 2)
05 (H,0), + H,0 + M & 05 (H,0)5 + M (3)

with M = N, or O, and where the energy required for electron detachment increases with cluster size.
In atmospheric air, 07 (H,0)5 is the most probable cluster 3*. This clustering behavior of water is
caused by the dipolar nature of H,O molecules. It occurs for both positive and negative ions, but is
more pronounced for the negative ones 3*°. Note that this complicates secondary electron emission
from negative ions at the liquid cathode surface, as postulated by Gaisin and Son (see Section Il C).
When water micro- or nanodroplets are dispersed in air, on the other hand, the breakdown voltage is
reduced due to an enhanced electric field in the close vicinity of the droplets 3, similar to field
enhancement in the liquid phase by nanobubbles (Section Il B) and nanoparticles (Section Il C). In
particular, droplets can locally strengthen the electric field near the liquid surface, comparable with
the strong field at a Taylor cone tip (Section Ill B). This could lead to field-assisted electron emission
from the liquid electrode (Section Il C). Microdroplets have been observed during operation of the
floating water bridge by Fuchs et al. 3*’. The latter authors explained the droplet formation with field-
induced electrospray processes and the break-up of microjets by capillary waves on the liquid surface
(see also Section Il B).

As should be emphasized, the liquid surface can deform in various ways under plasma contact. In clear
contrast to Taylor cones (see Section Il B), penetration of plasma into the liquid bulk volume has been
reported in 3* 3% Hoffer et al. observed this phenomenon in a pulsed discharge between a water
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electrode and a high voltage needle located 1 mm above the liquid surface 3*. The surface remained
smooth when the liquid conductivity was higher than the conductivity of the adjacent plasma, but
displayed instabilities in the opposite case. The instabilities consequently developed into elongated
gas cavities or thin streamers (see Section Il A), propagating into the liquid phase. The effect was
attributed to enhanced liquid evaporation in surface instabilities due to a locally higher current density.
A similar observation was made by Vanraes et al. for a pulsed discharge in a stationary bubble attached
to a needle electrode in water 3%, Figure 26 shows the evolution of plasma and bubble shape during
the voltage application. Initially, plasma fills the bubble with preferable location at the interface, while
the bubble shape is not visibly disturbed. After 20 us, the bubble expands and its surface blurs,
indicating evaporation of the surrounding liquid. Instabilities occur 30 us after voltage application,
which grow into streamers at later times.

Figure 26. Snapshots of pulsed plasma evolution in a 100 pul air bubble on a high voltage needle
electrode in water, showing plasma penetration (streamers) into the liquid bulk. The continuous white
line depicts the shape and position of the needle electrode, while the white dashed line represents the
initial bubble contour. The time after voltage pulse application is given in every image and the color

legend indicates the range from low (0.0) to high (1.0) relative intensity. The figure is reproduced from
348

These observations imply that micro- and nanobubbles might be produced in the bulk liquid during
plasma-liquid interaction. Actually, many of the above mentioned plasma-induced interfacial
processes, such as ion bombardment, irradiation, convection and chemistry, can contribute to
nanobubble formation near the liquid surface. Plasmas in contact with a water anode or cathode, for

. In sufficiently high

instance, generate aqueous H; and O, at the interface, respectively
concentration, these dissolved gases will accumulate as a separate phase in the form of nanobubbles.
This expectation is supported by an increasing number of reports on the production of hydrogen and
oxygen bulk nanobubbles by similar electrochemical mechanisms at submerged solid electrodes 9% 19

350-352 Next to that, dissolved gaseous compounds can also result from the interaction of the liquid
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with plasma produced photons. In this regard, the photon energy will be important. Long wavelength
UV radiation easily passes through the water bulk, leading to a relatively low degree of photolytic
chemistry. Vacuum ultraviolet radiation, on the other hand, is effectively scavenged by the first 0.1 —
10 pum layer of liquid, depending on the specific wavelength and the liquid composition 4% 353, More
specifically, pure water has a cutoff frequency around 180 nm, which shifts to higher values up to 230
nm for other bio-relevant liquids 3*3. Photo-dissociation of water by the absorbed photons generates
H radicals, which can recombine to dissolved H, *°. As such, hydrogen nanobubbles can presumably be
formed near the liquid surface under vacuum ultraviolet radiation at sufficiently high intensity.
Although electrical discharge in dry atmospheric air does not display significant light emission with
wavelengths below 280 nm, plasmas in direct contact with water might deliver a substantial vacuum
ultraviolet flux on the liquid surface due to the addition of water vapor, as suggested in . The argon
plasma jet kINPen, for instance, was found to emit a continuum of vacuum ultraviolet radiation over
aqueous samples, which contributed appreciably to the total amount of aqueous reactive oxygen
species produced by the plasma 3. However, this part of its emission spectrum was mainly produced
by argon excimers, whereas water vapor species only provided two spectral lines. The situation for
other plasma sources in contact with water, particularly in air atmosphere, therefore remains to be
explored.

So far, the generation of stable nanobubble solutions under plasma treatment has not been evidenced,
to the best of our knowledge. Yet, the likelihood of this hypothesis is underlined by several indications
found in literature. For instance, aqueous nanobubble solutions produce hydroxyl radicals ***3°, which
makes them interesting for water treatment (see %2 for two reviews) and biomedical applications.
Indeed, experimental studies have shown the growth promotion of plants, fish and mice by
nanobubbles 3°*3%  Both applications are reminiscent of the observed effects induced by plasma
treated solutions %7358, Figure 27, for instance, draws an analogy between the favorable long-term
effect of plasma treated water and nanobubble solution as fertilizer on the growth of plants.
Remarkably, plasma treated solutions have reported lifetimes very similar to the ones ascribed to
nanobubbles (compare e.g. 183%:3%0) syggesting that the biological effects of plasma treated solutions
might be caused, at least partly, by nanobubbles generated during plasma treatment. This is an
extremely important possibility that begs for further investigation.

Figure 27. (a) Effect of plasma treated water as fertilizer on the growth of pepper plants 60 days after
sowing with (left) a plant given normal water, (middle) a plant given plasma treated water for the first
9 days and afterwards normal water and (right) a plant given the same water as the plant in the middle,
but its seeds were pre-treated with plasma as well. (b) Growth of 32 stumps of Brassica campestris
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cultured with (left) normal water or (right) air nanobubble solution for 4 weeks. The similarities
between the biological effects of both fertilizer solutions is one of the indications (see text) that plasma
treated water might contain a high density of nanobubbles. Figure (a) is adapted from 3°%, © 2017
Sivachandiran and Khacef. Figure (b) is reproduced from 3%, © 2013 Ebina et al.

In summary, a liquid surface is generally covered by an interfacial mist, consisting of solvent vapor,
clusters, micro- and nanodroplets, which influence the plasma in different ways. Water vapor forms
negative clusters which increase the breakdown voltage, while droplets locally enhance the electric
field. As the interfacial plasma mist has the ability to penetrate into the liquid, nanobubbles might be
produced under plasma treatment, which can have important consequences for its application.

IV. THE FUTURE OF PLASMA PHYSICS OF LIQUIDS

Through the years, plasma physics of liquids has met multiple achievements and breakthroughs, where
progress in applications has been ahead of the elementary understanding of the involved processes,
as in most fields of science. With the fast improvements in available diagnostic and simulation
methods, the fundamental insight has grown in recent years, on topics as laser-induced excitation of
liquids, the electronic and bubble initiation mechanisms of voltage-induced plasma in the liquid phase,
in-liquid streamer propagation and gas phase discharge in contact with a liquid. Next to that, this field
can appeal to an abundance of available data and models on comparable plasma systems without
liquids. Nonetheless, its research landscape is still marked by multiple challenges and knowledge gaps.
In order to address them, the present review aims to open the borders between plasma physics of
liguids and closely related domains, where interconnections are yet largely unexplored or insufficiently
developed. For in-liquid plasma, we accentuated the relevance of amorphous semiconductor physics,
the emerging field of nanobubble science, electrochemistry, the floating water bridge, as well as
interface science, solid breakdown and plasmonic nanobubbles in the context of the newly proposed
interface mechanism. In the second half of this review, we discussed the close relationship of plasma-
liquid interaction with surface science and analytical chemistry, with ambient desorption ionization in
particular.

In the light of this interdisciplinary perspective, many research opportunities have presented
themselves. For in-liquid plasma, these include the investigation of the microscopic liquid structure,
with solvated electrons and nanobubbles in particular, in the presence of strong homogeneous or
inhomogeneous electric fields. A research question of special interest involves the prevalence of
nanobubbles, nanoparticles and their clusters in the bulk liquid and on electrode surfaces in plasma-
liquid systems. Next to that, the oxide nanolayer on the submerged high voltage electrode requires to
be evaluated in its thickness, shape and electronic features. Concerning gas phase plasma in contact
with a liquid, some of the main challenges comprise the assessment of ion and electron emission
mechanisms, microscopic changes in the interface structure and the possibility of nanobubble
generation by means of plasma treatment.

In order to address these research questions, several strategies are available. We want to emphasize
the numerous opportunities for molecular dynamics simulations in many of the mentioned topics. Next
to that, classical or semiclassical models can be developed based on the available successful models
from the neighboring domains, including the lucky-drift model (Figure 5), the metal-oxide-liquid
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junction description of Lewis (Figure 14) and the electron emission mechanisms for solid surfaces. As
a new experimental approach, the experimental setups and diagnostic techniques from these
domains, such as nanobubble science, the floating water bridge, electrochemistry, surface and
interface science, might be combined with the traditional techniques in plasma physics of liquids. We
are convinced that this combined experimental and modeling strategy will enhance scientific progress,
with benefits for all involved research domains.
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