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Abstract  11 

Plasma catalysis is emerging for plasma-assisted gas conversion processes. However, the underlying 12 

mechanisms of plasma catalysis are poorly understood. In this work, we present a 1D heterogeneous 13 

catalysis model with axial dispersion (i.e., accounting for back-mixing and molecular diffusion of fluid 14 

elements in the process stream in the axial direction), for plasma-catalytic NO production from N2/O2 15 

mixtures. We investigate the concentration and reaction rates of each species formed as a function of time 16 

and position across the catalyst, in order to determine the underlying mechanisms. To obtain insights in 17 

how the performance of the process can be further improved, we also study how changes in the post-plasma 18 

gas flow composition entering the catalyst bed and in the operation conditions of the catalytic stage affect 19 

the performance of NO production. 20 

Introduction 21 

Plasma technology is gaining increasing interest for nitrogen fixation into either NH3 or NOx  [1], [2]. The 22 

reason is that in non-thermal plasmas (NTPs), the electrons have a temperature of thousands of degrees 23 

while the bulk gas is close to room temperature [3]. Hence, the electrons can activate the gas molecules, by 24 

(vibrational and electronic) excitation, ionization and dissociation, which is more cost-efficient than just 25 

thermal dissociation. However, due to the high reactivity of NTP, it is difficult to selectively produce the 26 

desired products. Hence, NTP is combined with catalysts in so-called plasma catalysis to improve the 27 

reaction selectivity [4]. 28 

One of the earliest reports on plasma catalysis is a U.S. patent by Henis for NOx removal [5]. On the other 29 

hand, Rapakoulias et al. studied the NOx synthesis in an inductively coupled high frequency plasma reactor 30 

using MoO3 and WO3 as catalyst. The NOx yield reported was 8% without catalyst, and increased to 19% 31 

by using the WO3 catalyst [6]. MoO3 was also coated on the reactor wall of a microwave plasma by Mutel 32 

et al. [7]. An energy cost of 0.93 MJ/mol-N was reported for NO production, which provided 78% 33 

improvement in energy efficiency compared to the plasma process without catalyst. Sun et al. studied the 34 NOx  formation in a dielectric barrier discharge (DBD) reactor with single stage configuration using 35 CuZSM − 5  as catalyst. Temperatures above 350 °C  were favorable for NOx  production [8]. Plasma-36 

catalytic NO production in a glow discharge reactor was investigated by Belova and Eremin, who found the 37 

catalyst effectiveness to be in the order of Pt > CuO > Cu > Fe > Ag [9], [10].  38 
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Modelling of plasma-catalytic NO production can be useful to better understand the mechanisms and tune 1 

the process. Ideal reactor models, such as continuously stirred tank reactor (CSTR) and plug flow reactor 2 

(PFR) models, are based on idealized assumptions (i.e., perfect mixing and no back-mixing, respectively) 3 

[11]. Of course, these simplified assumptions do not reflect reality, as real reactors exhibit some degree of 4 

back-mixing. Tanks-in-series models (TISM) and axial dispersion models (ADM), on the other hand, are 5 

one-parameter models, that describe reactors that are partially mixed [12]. Recently, Ma et al. employed a 6 

CSTR model, in combination with experiments, to study plasma-catalytic NO  production in a radio-7 

frequency inductively coupled plasma (ICP) reactor at low pressure using Pt catalyst. They investigated the 8 

synergistic effect of plasma and post-discharge catalyst on the production of NO, and determined the major 9 

NO production mechanisms [13].  10 

ADMs, which account for back-mixing and molecular diffusion in the axial direction, are very robust for 11 

modeling fixed bed catalytic reactors and have been widely used for investigation of various catalytic 12 

processes [14]–[22] . In the present work, for the first time, we developed such a model for post-plasma 13 

catalytic production of NO. Compared to CSTR models, as studied by Ma et al. [13], this modelling 14 

approach is more complicated. However, it provides more information, as it allows to determine the 15 

concentration of all species as a function of both time and position across the catalyst bed (in the axial 16 

direction), both in the gas phase and on the catalyst surface. Additionally, it allows to study the reactor and 17 

catalyst bed design, as well as the effect of operation conditions, toward process optimization. 18 

The aim of our paper is to introduce this ADM approach for modelling of a plasma-catalytic process, which 19 

can provide useful insights in how, when, and where different mechanisms play a role, in favor of, or against 20 

the pathways towards the desired product, i.e., NO. In first instance, we apply our model to the experiments 21 

of Ma et al. [13]. However, as the exact concentrations of different species (except for NO) in the post-22 

plasma gas that enters the catalyst bed were not available in their study, we first check the NO production 23 

sensitivity to these concentrations, to estimate the ranges in which our model can reproduce the 24 

experimental results and also to obtain more insight into how the post-plasma gas composition can affect 25 

the reaction performance in the catalytic bed. Additionally, we will investigate the effect of the degree of 26 

back-mixing on the outlet concentration of NO, in a wide range from close to a PFR to close to a CSTR. 27 

Finally, we will study the effect of the catalyst bed characteristic length and porosity on the system 28 

performance, and we will discuss the mechanisms behind the observed effects. Our model presented here 29 

is applied to plasma-catalytic NO production, but the concept will be more generally valid for other plasma-30 

catalytic systems as well. 31 

Model description 32 

Dispersion model: adverse effect of back-mixing 33 

Our 1D heterogeneous catalysis dispersion model accounts for mass transfer in the gas and solid phase, as 34 

well as the energy and momentum balances across the catalyst bed. In general, the term dispersion (back-35 

mixing) is used to denote the combined action of all phenomena (i.e., diffusion and non-uniform velocities), 36 

which give rise to a certain distribution of residence times in a reactor (i.e., not the same residence time for 37 

all gas molecules, like in a PFR or CSTR). Back-mixing is the tendency of reacted species to intermingle 38 

with unreacted feed gas in a reactor, which affects the performance of a chemical reactor in terms of 39 

conversion, product yields and selectivity. Back-mixing in a flow reactor has a definite adverse effect on 40 

the performance of the process. Additionally, the higher the reaction order, the higher the adverse effect of 41 

the back-mixing [23]. PFR and CSTR models are ideal reactor models that are conventionally used to 42 

describe flow reactors. In a PFR model, no mixing in the axial (i.e., flow) direction is assumed, while a 43 

CSTR model assumes perfect mixing [11]. However, real flow reactors always exhibit a degree of back-44 
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mixing. Hence, PFR and CSTR models cannot predict the true performance of a real flow reactor [12], [23]. 1 

The degree of back-mixing is represented by the Peclet (Pe) number (Pe =  u𝑠L Dz⁄ ), where u𝑠, L and Dz 2 

stand for gas superficial velocity, catalyst bed characteristic length and axial dispersion coefficient, 3 

respectively. In a PFR, Pe → ∞ (i.e., Dz = 0), and in a CSTR,  Pe = 0 (i.e., Dz → ∞). In real reactors, the 4 

degree of back-mixing is in between those of a PFR and CSTR.  5 

When considering a fluid in plug flow, with some degree of back-mixing, independent of the position within 6 

the reactor, this implies that no stagnant regions or gross bypassing of the fluid exist in the reactor. This is 7 

called the dispersed plug flow model or simply dispersion model. Since the mixing process involves 8 

redistribution of material either by slippage or eddies, and since this is repeated many times during the fluid 9 

flow through the reactor, we can consider these disturbances to be statistic in nature, somewhat as in 10 

molecular diffusion. For molecular diffusion, Fick’s second law predicts how diffusion causes the 11 

concentration of a substance to change with respect to time, and the diffusion coefficient uniquely 12 

characterizes this diffusion process. In an analogous manner, one may consider all the contributions to 13 

intermixing and molecular diffusion of a fluid flowing in the axial direction to be described by an axial 14 

dispersion coefficient. The term axial is used to distinguish mixing in the direction of the flow from mixing 15 

in the lateral direction [11]. Of course, in any tubular reactor, either empty or packed, reactant depletion 16 

and non-uniform flow velocity profiles give rise to concentration gradients, and hence diffusion, in both 17 

axial and lateral directions. In addition, in turbulent flow, eddy transport takes place, tending to level out 18 

gradients in all directions to an even greater extent than does molecular diffusion. Developing a reactor 19 

model which accurately reflects these phenomena is very challenging. Therefore, some assumptions are 20 

typically made, as explained in next section.  21 

Model assumptions  22 

We made the following assumptions to derive the governing mathematical equations: 23 

a) An ideal PFR has a fixed residence time, meaning that any fluid (plug) that enters the reactor at 24 

time 𝑡 will exit the reactor at time 𝑡 + 𝜏, where 𝜏 is the residence time of the fluid in the reactor. 25 

The residence time distribution function for an ideal PFR is therefore a Dirac delta function at 𝜏. A 26 

real PFR, on the other hand, has a residence time distribution that is a narrow pulse around the 27 

mean residence time distribution. As explained in previous section, ideal PFR models cannot be 28 

applied for a real reactor, so dispersion models are usually employed [24], [25]. Our dispersion 29 

model assumes that the reactor is in plug flow (but not ideal plug flow): the gas composition and 30 

temperature are radially uniform, and the process fluid moves through the reactor at a uniform 31 

velocity equal to the mean velocity of the fluid in the reactor. 32 

b) Dispersion occurs in the axial direction. The extent of dispersion is sufficient to account for the 33 

combined effects of all dispersive phenomena (molecular and turbulent mixing, and non-uniform 34 

velocities) in the real reactor. This representation of a flow reactor is termed the dispersed plug 35 

flow model or simply axial dispersion model. As shown in literature, these models can successfully 36 

simulate the behavior of reactors in which complex radial and axial flow and transport patterns 37 

exist [26].  38 

c) Non-adiabatic processes can develop significant radial temperature gradients due to heat transfer 39 

at the wall. Temperature gradients will produce radial concentration gradients as well. Therefore, 40 

the process is assumed to be adiabatic in nature. 41 

d) The ideal gas law is applicable.  42 

e) The catalyst particles are small enough (< 0.1 mm) so that no temperature gradient should be 43 

considered within the catalyst particles. Additionally, in such a case, intra-porous mass and energy 44 

transport limitations can be neglected (i.e., each point on the interior of the catalyst particle surface 45 
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is accessible for each species to react); therefore, the so-called catalyst effectiveness factor, 𝜂𝑗, is 1 

assumed to be unity for all the reactions (see section SI.1 for more information). 2 

f) As the reactor under study is categorized as a fixed bed reactor, only negligible movements of the 3 

catalyst particles (due to fluid flow) occur in the catalyst bed. Therefore, the porosity of the bed is 4 

assumed to be constant. 5 

Experimental setup to be modeled 6 

A schematic overview of the modeled experimental setup [13] is shown in Fig.1. Using an inductive coil 7 

connected to a matching network of a radio frequency (RF) generator, a plasma with a length of about 14 8 

cm is generated. The catalyst (porous Pt film on an Yttria-Stabilized Zirconia (YSZ) support, with 2 mm 9 

thickness (𝑡𝑌𝑆𝑍 in Fig. 1), 25 mm diameter (𝑑𝑏𝑒𝑑 in Fig. 1) and 245 mm length (𝐿𝑌𝑆𝑍 in Fig. 1)) is located 10 

at about 15 cm from the plasma. The temperature at the catalytic part of the reactor is controlled by a heating 11 

mantle, which is kept at 873 K. To perform the experiments, a mixture of N2/O2 at 5 mbar is injected to 12 

the reactor at a flow rate of 100 sccm. The flowing gas mixture is activated by the RF plasma source with 13 

a power of about 80 W. A quadrupole mass spectrometer is used to measure the composition of the 14 

outflowing gas mixture from the reactor. A full description of the experiments is given in [13]. As illustrated 15 

in Fig.1, the reactor consists of 2 different stages, i.e., a plasma stage followed by a catalytic stage. In this 16 

study we only focus on modelling the catalytic stage. Finally, the deposited Pt catalyst particles on the YSZ 17 

support are assumed as a set of packed particles located in a catalyst bed with diameter identical to the 18 

diameter of the YSZ support. Therefore, the system is modelled as a packed bed reactor and radial non-19 

uniformities are neglected.  20 

 
Figure 1. Schematic overview of the modelled experimental reactor setup, based on [13]. 21 

Governing equations  22 

The governing equations can be derived from the mass, energy and momentum balances on a slice of 23 

infinitesimal thickness dz (as depicted in Fig. 2) during an infinitesimal time dt  [21], [22]. 24 

 
Figure 2. Side view of the modeled catalytic part of the reactor setup 25 
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In the following, we describe the mass and energy balance in the gas and solid phase in the catalytic bed, 1 

respectively, as well as the Ergun equation for the pressure drop across the catalyst bed, which accounts for 2 

the momentum transfer. 3 

(a) Mass and energy balance in the gas phase (equation 1 and 2): 4 

𝜀𝑏 (𝜕𝐶𝑖𝜕𝑡 ) +  𝑢𝑠 𝜕𝐶𝑖𝜕𝑧 + 𝑘𝑔,𝑖𝑎𝑣(𝐶𝑖 −  𝐶𝑖,𝑠) =  𝜀𝑏𝐷𝑧 𝜕2𝐶𝑖𝜕𝑧2 +  𝑟𝑖𝑔𝑎𝑠
 (1) 

In eq. 1, the term 𝜀𝑏 𝜕𝐶𝑖𝜕𝑡  represents the transient behavior of the concentration, 𝐶𝑖, of species i in the gas 5 

phase, where 𝜀𝑏 is the catalyst bed porosity. The term 𝑢𝑠 𝜕𝐶𝑖𝜕𝑧  accounts for changes in the concentration of 6 

gas phase species i in the axial direction due to convection, where 𝑢𝑠 is the superficial gas velocity. The 7 

term  𝑘𝑔,𝑖𝑎𝑣(𝐶𝑖 − 𝐶𝑖,𝑠) represents the mass transfer of species i from the gas phase to the solid phase 8 

(catalyst surface), where 𝑘𝑔,𝑖  is the gas-to-solid mass transfer coefficient of component i and 𝑎𝑣  is the 9 

external surface area per unit volume of the catalyst bed. In other words, this term represents the adsorption 10 

of the gas phase species on the catalyst surface. Therefore, it can be replaced by the adsorption rate for each 11 

species, that is calculated based on transition state theory in the surface model (i.e.,  12 𝑘𝑔,𝑖𝑎𝑣(𝐶𝑖 − 𝐶𝑖,𝑠) =  𝑟𝑎𝑑𝑠). Finally, the term 𝜀𝑏𝐷𝑧 𝜕2𝐶𝑖𝜕𝑧2  stands for the changes in the concentration of species 13 

i in the gas phase due to axial dispersion, with 𝐷𝑧 the axial dispersion coefficient. Finally, the term 𝑟𝑖𝑔𝑎𝑠
 14 

represents the production or destruction of species i through the gas phase reactions. 15 

𝜀𝑏𝜌𝑔𝐶𝑝𝑔 (𝜕𝑇𝑔𝜕𝑡 ) +  𝑢𝑠𝜌𝑔𝐶𝑝𝑔 𝜕𝑇𝑔𝜕𝑧 =  ℎ𝑓𝑎𝑣(𝑇𝑠 − 𝑇𝑔) +  𝜆𝑧𝑓 𝜕2𝑇𝑔𝜕𝑧2  (2) 

In eq. 2, the term 𝜀𝑏𝜌𝑔𝐶𝑝𝑔 𝜕𝑇𝑔𝜕𝑡  accounts for the changes in the gas phase temperature, 𝑇𝑔, as a function of 16 

time, where 𝜌𝑔 is the gas phase density and 𝐶𝑝𝑔 is the heat capacity of the gas phase. The term 𝑢𝑠𝜌𝑔𝐶𝑝𝑔 ∂𝑇𝑔∂𝑧  17 

represents the gas phase temperature changes through convective heat transfer throughout the axial 18 

direction, 𝑧, due to movement of the gas phase across the catalyst bed, where 𝑢𝑠 is the gas superficial 19 

velocity. The term ℎ𝑓𝑎𝑣(𝑇𝑠 − 𝑇𝑔) stands for the heat transfer between the bulk of the gas and the solid 20 

phase, with ℎ𝑓 the heat transfer coefficient, and 𝑇𝑠 the temperature at the catalyst surface. Finally, the term 21 𝜆𝑧𝑓 𝜕2𝑇𝜕𝑧2  denotes changes in the gas temperature through the axial direction of the catalyst bed due to 22 

conductive heat transfer, with 𝜆𝑧𝑓 the effective axial thermal conductivity.  23 

(b) Mass and energy balance in the solid phase (equation 3 and 4):  24 𝜕𝐶𝑖,𝑠𝜕𝑡 −  𝑘𝑔,𝑖𝑎𝑣(𝐶𝑖 − 𝐶𝑖,𝑠) =  (1 − 𝜀𝑏)𝑟𝑖𝑠 (3) 

In eq. 3, the term 
𝜕𝐶𝑖,𝑠𝜕𝑡  represents the time-dependent change in concentration of species i on the catalyst 25 

surface (i.e., in the solid phase), and the term (1 − 𝜀𝑏)𝑟𝑖𝑠 accounts for the production or destruction of 26 

species i through surface reactions in the solid phase.  27 𝜌𝑏𝑒𝑑𝐶𝑝,𝑏𝑒𝑑 (𝜕𝑇𝑠𝜕𝑡 ) + ℎ𝑓𝑎𝑣(𝑇𝑠 − 𝑇𝑔) =  (1 − 𝜀𝑏) ∑ −𝛥𝐻𝑟𝑥𝑛,𝑗𝜂𝑗𝑅𝑗 
(4) 
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Finally, in eq. 4, 𝜌𝑏𝑒𝑑𝐶𝑝,𝑏𝑒𝑑 𝜕𝑇𝑠𝜕𝑡  accounts for time-dependent temperature changes of the solid phase with 1 𝜌𝑏𝑒𝑑 and 𝐶𝑝,𝑏𝑒𝑑 the density and heat capacity of the catalyst bed, respectively. The term ℎ𝑓𝑎𝑣(𝑇𝑠 − 𝑇𝑔) 2 

represents the heat transfer between the gas and solid phase, and the term (1 − 𝜀𝑏) ∑ −𝛥𝐻𝑟𝑥𝑛,𝑗𝜂𝑗𝑅𝑗 stands 3 

for the amount of heat released from, or added to, the surface due to the occurring reactions, where 𝜂𝑗 is 4 

the so-called catalyst effectiveness factor for reaction j (see section SI.1 for more information). As written 5 

in the section “Model assumptions”, we assume 𝜂𝑗 is 1 in our model, but we keep this parameter in the 6 

above equation, so that this equation is also more generally valid, for other conditions.  7 

In general, the temperature at the catalyst surface can be different from the bulk gas temperature. In the 8 

experiments to which our model is applied, the SEM micrographs before and after plasma showed no 9 

difference, since the Pt catalyst was at a distance of 15 cm from the tail of the active plasma area. This was 10 

in good agreement with the minimal temperature increase (i.e., 1-2 ℃) that was experimentally observed at 11 

the catalyst surface upon plasma ignition [13], so the time dependency of the surface temperature (
𝜕𝑇𝑠∂𝜏 ) can 12 

be neglected. Therefore, the gas-solid heat transfer rate can analytically be calculated from equation 4 as 13 

follows:  14 ℎ𝑓𝑎𝑣(𝑇𝑠 − 𝑇) =  (1 − 𝜀𝑏) ∑ 𝛥𝐻𝑟𝑥𝑛,𝑗𝜂𝑗𝑅𝑗 (5) 

(c) Ergun equation for the pressure drop across the catalyst bed (equation 6): 15 

Modelling of gas flow through porous media is quite complex, but it can sometimes be considerably 16 

simplified if the porosity does not vary a lot and a uniform flow distribution within the bed can be assumed. 17 

In general, this is the case in fixed bed reactors, which are made up of roughly uniform particles in terms 18 

of both shape and size.  19 

Gas flow through fixed beds can be modeled by analogy with flow in pipes when the bed porosity is 20 

uniform. There is however a pressure drop through a fixed bed, due to frictional losses and inertia, 21 

characterized by a linear and quadratic dependence on the flow velocity, respectively. Adding these two 22 

contributions to the gas flow equation results in the well-known Ergun equation for calculation of the 23 

pressure drop across a catalyst bed, which can be written in its dimensionless form as [27]: 24 

𝑓𝑝 = 150𝐺𝑟𝑝 + 1.75 (6) 

Here 𝑓𝑝 and 𝐺𝑟𝑝 are the fixed bed friction factor and modified Reynolds number, respectively, and they are 25 

defined as:  26 𝑓𝑝 =  ∆𝑝𝐿 𝐷𝑝𝜌𝑢𝑠2 ( 𝜀31 − 𝜀) (7) 𝐺𝑟𝑝 =  𝜌𝑢𝑠𝐷𝑝(1 − 𝜀)𝜇 (8) 

Where ∆𝑝 is the pressure drop (Pa) across the catalyst bed, L is the length of the catalyst bed (m), 𝐷𝑝 is the 27 

equivalent spherical diameter of the packing (m), 𝜌 is the density of the gas mixture (kg m−3), 𝜇 is the 28 

dynamic viscosity of the gas mixture (kg (m s)−1), 𝑢𝑠 is the gas superficial velocity (m s−1), and 𝜀 is the 29 

void fraction (porosity) of the catalyst bed. 30 

 31 
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Model parameters 1 

There are many physical properties used in our model, like mass transfer coefficient, heat transfer 2 

coefficient, axial dispersion coefficient, and effective thermal conductivity. Normally their values are 3 

unknown or sometimes very difficult to measure experimentally. Therefore, we use empirical correlations 4 

to determine these properties. According to literature, those empirical correlations have already been 5 

successful in modelling of fixed bed reactors. The mass transfer coefficient is not used in our model, as the 6 

term accounting for mass transfer between gas and solid phase can be replaced by the adsorption rates 7 

calculated from the surface kinetics model (cf., explanations for eq. 1 above). Similarly, the heat transfer 8 

coefficient is not used in our model, as it can be determined analytically (cf., explanation for eq. 4 and 5 9 

above). However, for systems with less information on the kinetics or with no control on the catalyst bed 10 

temperature, the calculation of these properties is crucial. Therefore, the conventional correlations that are 11 

normally used in modeling of fixed bed catalytic reactors for all the physical properties used in our model 12 

are presented in SI (section SI.1). Additionally, an overview of the other parameters used in the model is 13 

presented in Table 1. 14 

Table 1. Other parameters used in the model, as well as the references where their values are taken from 15 

Parameter Name Value Unit Ref. 𝑃 Pressure 0.005 bar [13] 𝑇𝑔 Gas temperature 873 K [13] 𝑆 Number of active sites 2.3 × 10−7 mol [13] 𝑁𝐴 Avogadro’s number 6.02 × 1023 𝑚𝑜𝑙−1  𝑅 Gas universal constant 8.31 J (K mol)−1  𝑀𝑎𝑖𝑟 Molecular weight of air 28.97 g mol−1  𝑄𝑖𝑛 Inlet gas volumetric flow rate 1.67 × 10−6 m3 s−1 [13] 𝑄 = 𝑄𝑖𝑛 𝑇𝑔𝑇∘ 𝑃∘𝑃  Actual gas volumetric flow rate 0.001 m3 s−1  𝑉𝑝 Total volume of catalyst particles 6.9 × 10−9 m3 [13] 𝑑𝑏𝑒𝑑 Catalyst bed diameter 2.5 × 10−2 m [13] 𝐴𝑏𝑒𝑑 = 𝜋 𝑑𝑏𝑒𝑑24  Catalyst bed cross section area 4.91 × 10−4 m2  𝐿 = 𝑉𝑏𝐴𝑏𝑒𝑑 Catalyst bed characteristic length 1.41 × 10−5 m  𝜆𝑠 Solid thermal conductivity 2.5 W (m K)−1 [28] 𝑑𝑟 Reactor diameter 3.4 × 10−2 m [13] 𝐴𝑟 = 𝜋 𝑑𝑟24  Reactor cross section area 9.08 × 10−4 m2  𝑢𝑠 = 𝑄𝐴𝑟 Superficial gas velocity 1.11 m s−1  𝑉𝑡 = 𝐴𝑟𝐿 Total volume of catalyst bed 1.28 × 10−8 m3  𝑡𝑟𝑒𝑠 = 𝑉𝑡𝑄  Residence time 1.27 × 10−5 s  𝜀𝑏 Catalyst bed porosity 0.46 -  𝑑𝑝𝑜𝑟𝑒 Catalyst pores average diameter 10.4 × 10−9 m [29] 𝜏𝑐𝑎𝑡𝑎𝑙𝑦𝑠𝑡 Catalyst tortuosity (see section SI.1) 1.57  - 𝐶𝑇 
Number of sites per unit area of the 

catalyst 
1.46 × 1019 m−2 [13] 
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𝑎𝑣 = 1𝐶𝑇𝑉𝑝 
External surface area per unit volume 

of the catalyst 
9.87 × 10−12 m2m−3  𝐶𝑝𝑔 Gas phase heat capacity 1.01 × 103 J (kg K)−1  

As mentioned before, our modelling approach is developed for modelling of the catalytic bed of a two-1 

stage plasma-catalytic reactor, where a reactive flow, generated from a remote plasma, is exposed to a 2 

catalytic bed. However, this approach can also be adapted to a single-stage plasma-catalytic reactor, where 3 

the plasma is in direct contact with the catalytic bed. In such a case, a more detailed plasma kinetics model 4 

should be considered for the gas phase, in which the presence of several different species like ions, 5 

electrons, electronic and vibrationally excited species are considered. Of course, such a detailed plasma 6 

kinetics model will result in significant expansion of the mass transfer equations governing the plasma-7 

catalytic system. In a single-stage plasma-catalytic system, a higher population of electronic and 8 

vibrationally excited species may enhance the dissociative adsorption reaction rates. Additionally, 9 

adsorption of other reactive species at the catalytic surface may occur, and therefore, their influence on 10 

improving or limiting the process towards the desired product should be carefully investigated. 11 

Furthermore, the effect of the presence of numerous species in the gas phase on the axial dispersion 12 

coefficient as well as on the physical and thermodynamic properties of the gas phase should also be 13 

considered. Moreover, the effect of plasma on the catalysts also needs to be investigated to make sure that 14 

the catalyst remains active. Finally, the electrical power, supplied to the gas phase to form a plasma, is an 15 

additional source of creating temperature gradients inside the system, and therefore, its effect should also 16 

be considered in the energy balance equations. All these effects are however outside the scope of this work, 17 

and will be considered in a follow-up study. 18 

Initial and boundary conditions 19 

The boundary conditions for this system of equations are as follows: 20 

At the reactor inlet (inlet of the catalyst bed, 𝜁 = 0): 21 𝐶𝑖 =  𝐶𝑖𝑎𝑓𝑡𝑒𝑟 𝑝𝑙𝑎𝑠𝑚𝑎, 𝜕𝐶𝑖,𝑠𝜕𝜁 = 0, 𝑇 = 𝑇𝑔, 𝑇𝑠 =  𝑇𝑏𝑒𝑑 , 𝑃 =  𝑃0 (9) 

At the catalyst bed outlet (𝜁 = 1): 22 𝜕𝐶𝑖𝜕𝜁 =  𝜕𝐶𝑖,𝑠𝜕𝜁 = 0, 𝜕𝑇𝑠𝜕𝜁 =  𝜕𝑇𝜕𝜁 = 0 (10) 

The initial conditions are defined as: 23 𝐶𝑖,0 =  𝐶𝑖𝑎𝑓𝑡𝑒𝑟 𝑝𝑙𝑎𝑠𝑚𝑎, 𝐶𝑖,𝑠,0 =  0, 𝑇0 = 𝑇𝑔, 𝑇𝑠,0 =  𝑇𝑏𝑒𝑑 (11) 

Reaction kinetics  24 

We only consider the most important reactions for NO production, describing N2, O2, N, O, and NO. In 25 

order to account for the simultaneous effects of plasma and catalyst on the system behavior, the plasma-26 

catalytic N2 oxidation kinetics model proposed by Ma et al. is also used in the present study [13]. As the 27 

catalytic N2 oxidation is the reverse of the more widely studied catalytic NO decomposition reaction, a 28 

surface kinetics model relevant to NO decomposition on Pt is used to describe the catalytic reactions (table 29 

2).  30 
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Table 2. Surface reactions included in the model, along with their reaction parameters [30]. Note that ∗ stands for an 1 

empty surface site. 2 

Reaction No. Reaction on Pt (211) surface ∆H (eV) Ea (eV) R1 N2 + 2∗  ⇄ 2N∗ 1.35 2.55 R2 O2 + 2∗  ⇄ 2O∗ −2.09 0.17 R3 N + ∗ ⇄ N∗ −4.26 0.00 R4 O + ∗ ⇄ O∗ −3.66 0.00 R5 N∗ +  O∗  ⇄ NO∗ + ∗ −0.61 1.39 R6 NO∗ ⇄ NO + ∗ 1.89 1.89 

 ∆H: Reaction enthalpy Ea: Activation energy 

The activation energy for dissociation of N2 and O2 in the gas phase is quite high (i.e., 9.74 and 5.12 eV, 3 

respectively), so dissociation in the gas phase is unlikely to occur at the conditions under study. Therefore, 4 

the dissociation reactions of N2 and O2 were excluded from the reactions describing the gas phase reaction 5 

kinetics. Additionally, due to the very low concentration of N and O radicals in the gas phase and the zero 6 

activation energy for their adsorption on the catalyst surface (c.f., table 2), we assume that they will 7 

immediately adsorb on the surface upon their entrance to the catalyst bed, and thus their recombination 8 

back to N2 and O2 in the gas phase can be neglected in the catalytic stage of the reactor under study. 9 

Therefore, in the gas phase, we only consider the so-called Zeldovich mechanism to occur, which describes 10 

the non-catalytic N2 oxidation (table 3). To add the effect of vibrationally excited N2 and O2 molecules, 11 

formed in the plasma, on the proposed reaction kinetics, the normalized density of each vibrationally excited 12 

state is determined considering a Treanor vibrational distribution function [3], [31]. We assume that N2 and 13 O2 have the same vibrational temperature. Ma et al. estimated vibrational temperatures to be 10000 K in 14 

the plasma, based on [32], and they selected  𝑇𝑣 = 6000 K as a representative vibrational temperature after 15 

the temperature drop expected during the flow of the post-plasma gas flow to the catalyst bed [13]. 16 

Therefore, we also use 𝑇𝑣 = 6000  K  in our model. Details on the calculation of the plasma-catalytic 17 

reaction rate coefficients are presented in SI (section SI.2) following the methods described by Mehta et al. 18 

[33]. 19 

Table 3. Gas-phase reactions included in the model, along with their reaction parameters [34]. These two reactions 20 

form the so-called Zeldovich mechanism of NO formation [35]. 21 

Reaction No. Reaction A (cm3s−1) Ea (eV) ∆H (eV) ∆S (meV K−1) R7 N2 + O ⇄ NO + N 3.0 × 10−10 3.31 3.26 0.123 R8 O2 + N ⇄ NO + O 3.2 × 10−12 ( T300) 0.27 −1.38 0.139 

     A: Pre-exponential factor Ea: Activation energy 

∆H: Reaction enthalpy 

    ∆S: Reaction entropy 

Note that NO2 formation can also be one of the possible pathways in this system. However, in the present 22 

work we do not consider (catalytic) NO2 formation since to our knowledge the kinetic parameters (i.e., 23 

reaction barriers and enthalpies on Pt) needed for our model were not available in literature. Additionally, 24 

no experimental measurements of NO2 were reported by Ma et al. [13], which is used to benchmark our 25 

model. 26 

 27 
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Typical calculation results 1 

The model calculates the concentrations of the various species in the model (both in gas phase and at the 2 

catalyst surface) and the reaction rates of all reactions listed in Table 2 and 3, both as a function of time and 3 

position across the catalyst bed, for a wide range of conditions. This allows us to determine the underlying 4 

mechanisms. Of special interest is the NO concentration at the reactor outlet, as this is the final product, 5 

which we try to optimize.  6 

Finally, based on the total power introduced in the system, and the total NO concentration at the reactor 7 

outlet, we can in principle also calculate the energy cost of NO formation as: 8 𝐸𝐶 =  𝑃𝑡𝑜𝑡𝑎𝑙𝐶𝑁𝑂 × 𝑄 × 10−6 (12) 

Where 𝐸𝐶 is the energy cost of NO formation (MJ mol−1), 𝑃𝑡𝑜𝑡𝑎𝑙 is the total power (W), 𝐶𝑁𝑂 is the NO 9 

concentration (mol m−3) at the reactor outlet, 𝑄 is the gas volumetric flow rate (m3 s−1), and 10−6 is the 10 

conversion factor from J to MJ.   11 

Note, however, that we cannot calculate the absolute value of the energy cost, as we do not know the exact 12 

power going into the system. Indeed, it consists of the power of the power supply, heating mantle of the 13 

catalyst bed and vacuum pump, and the values of the latter two were not reported in the study of Ma. et al. 14 

[13]. Therefore, we will plot the energy cost in arbitrary numbers, so that we can study the relative trends 15 

of the energy efficiency of the system for various conditions, and because the total power going into the 16 

system will be (more or less) constant for all conditions, keeping in mind that the power of the power supply 17 

is constant, as well as the temperature of the catalyst bed and the pressure (i.e., flow rate of the vacuum 18 

pump). 19 

Results and discussion  20 

Effect of post-plasma species fluxes entering the catalyst bed 21 

To evaluate the NO production sensitivity to the post-plasma fluxes of species entering the catalytic stage, 22 

we solved our model for a wide range of post-plasma concentrations of the species involved in the NO 23 

production process. It allows us to estimate for which conditions our model can reproduce the experimental 24 NO concentrations, reported by Ma et al.  [13]. In addition, this parameter study gives us insights in how 25 

the reaction performance in the catalyst bed is affected by the post-plasma composition. 26 

We used the partial differential equation (PDE) solvers in MATLAB & Simulink 2022 for solving equations 27 

1-4. Note that using the dimensionless form of equations 1-4, although it has no influence on the quantitative 28 

results of our model, helps a lot in better defining the governing equations for MATLAB & Simulink PDE 29 

solvers. Therefore, the procedure for deriving these dimensionless equations is discussed in section SI.3. 30 

In our model, linear and non-linear PDEs, algebraic equations, as well as initial and boundary conditions 31 

are involved. We first checked the sensitivity of the model for discretization, ranging from 10 to 1000 32 

intervals, and the model results were found independent of discretization for discretization intervals above 33 

100. Hence, the catalyst bed of the experimental reactor was axially discretized by 100 uniform intervals 34 

and the output results are reported after 1260 𝑠 (or 21 min), when steady state was definitely reached.  35 

According to literature, at similar plasma conditions to the reactor under study, when 𝑙𝑜𝑔10𝑥𝑂2 36 

varies from -4 to -1 (i.e., the O2 fraction in the feed gas varies from 10−4 to 10−1), the 𝑙𝑜𝑔10 𝑃𝑁2𝑃𝑁2 37 

(i.e., the logarithm of the N2  dissociation fraction) can vary non-monotonically or decrease 38 
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monotonically, in a range from -4 to -2.5 [13], [36]–[38]. We solved our model for a wide range 1 

of N2 dissociation fractions between 10−5 and 10−1 to completely cover the reported range in the 2 

literature at different O2 fractions in the feed gas corresponding to the experiments of Ma et al., 3 

[13]. Knowing the post-plasma concentration of NO as a function of O2 fraction in the feed gas, as 4 

reported by Ma et al., [13], and assuming that the O2 dissociation fraction in the plasma is normally 5 

one order of magnitude greater than for N2 [32], [39]–[42], the post-plasma concentration of each 6 

species can be calculated as a function of  N2 dissociation fraction, at different O2 fractions in the 7 

feed gas, as described in SI.4. Note that the results presented below are strongly influenced by the 8 

assumption of a constant ratio between O2 and N2 dissociation fraction. Of course, this factor 10 is just an 9 

approximation, based on literature, and we do not know the exact value. Therefore, we keep this parameter 10 

constant in our calculations.  11 

Figure 3a illustrates the experimental and calculated NO concentration at the reactor outlet, as a function of 12 

O2 fraction in the feed gas. According to the experiments reported by Ma et al. [13], for an O2 fraction 13 

below 0.001, increasing the O2 fraction in the feed gas results in a slight increase in the NO concentration 14 

until it reaches a maximum at an O2 fraction around 0.001 (see Fig. 3a). By further increasing the O2 15 

fraction in the range from 0.001 to 0.01, the NO concentration starts to drop until it reaches a minimum at 16 

an O2 fraction of about 0.01. Finally, when the O2 fraction rises to 0.2, the NO concentration also rises 17 

drastically. Capturing these trends by our model requires a precise measurement of all different species 18 

concentrations in the post-plasma gas flow that enters the catalyst bed, as these values are used as the initial 19 

conditions of our model. However, these data were not available for our case study. Hence, for a certain O2 20 

fraction in the feed gas (which automatically determines the N2 fraction), we had to assume a certain N2 21 

dissociation fraction (which determines the O2 dissociation fraction, as explained above). Together, they 22 

determine the N2, O2, N and O concentrations (or fluxes) in the post-plasma mixture (c.f., section SI.4). 23 

When assuming an N2 dissociation fraction profile as a function of O2 fraction in the feed gas as illustrated 24 

in Fig. 3b, which qualitatively captures the behavior described in literature (see above), our model can 25 

reproduce with reasonable accuracy the observed experimental trend for the measured NO concentrations 26 

at the reactor outlet as function of O2 fraction (see Fig. 3a).  27 

  
Figure 3. (a) Comparison of experimental and calculated NO concentration at the reactor outlet, as a function of O2 28 

fraction in the feed gas. In (b) the assumed N2 dissociation fraction is plotted as a function of O2 fraction in the feed 29 

gas, for which our model can reproduce the experimental trends of NO concentration as illustrated in (a). Such a non-30 

monotonic variation in N2 dissociation fraction as a function of O2 fraction is indeed also described in literature (see 31 

text), indicating that our model can reproduce the experimental NO concentration within a realistic input parameter 32 

space. 33 

To further investigate how the post-plasma gas composition affects the reaction performance in the catalyst 34 

bed, we plot in Fig. 4 the NO concentration (a) and its corresponding energy cost of formation (b) calculated 35 
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by our model at different N2 dissociation fractions, as a function of O2 fraction in the feed gas. Note that  1 

the energy cost is plotted in arbitrary numbers, as explained above, so we can also compare the relative 2 

trends for various conditions.  3 

As observed in Fig. 4a, the NO production is not really sensitive to the N2 dissociation fraction at low O2 4 

fractions in the feed gas (i.e., 𝑥𝑂2 < 1%). The reason is that the number of O radicals in the gas flow 5 

entering the catalyst bed, and subsequently their concentration at the catalyst surface, is so low that not 6 

much NO can be produced through the catalytic process. However, at higher O2 fractions in the feed gas 7 

(i.e., 𝑥𝑂2 > 1%), high N2  dissociation fractions yield a high NO concentration at the reactor outlet, as 8 

observed in Fig. 4a. On the other hand, the NO concentration is still low at low N2 dissociation fraction. 9 

Indeed, at these higher O2 fractions, the concentration of O2 and O radicals in the post-plasma gas flow is 10 

higher, and therefore more O radicals can be adsorbed on the catalyst surface, which can then react with the 11 

surface-adsorbed N radicals to form NO through the associative recombination reaction (R5). However, 12 

even when enough surface-adsorbed O radicals exist at the catalyst surface, only a low amount of NO can 13 

be produced at low N2 dissociation fractions, due to the low concentration of N radicals in the gas phase 14 

and subsequently, at the catalyst surface. This explains why the NO production at the catalytic stage is very 15 

sensitive to the N2 dissociation fraction. As a result, the energy cost of NO production is higher at lower 16 N2 dissociation fractions; Fig. 4b), while upon increasing the N2 dissociation fraction, the energy cost of 17 

NO production decreases for N2 dissociation fractions close to 0.1, at an O2 fraction of 20% in the feed gas 18 

(Fig. 4b).  19 

In summary, a high N2 dissociation fraction (and thus also a high O2 dissociation fraction, as they are 20 

connected: the latter is typically one order of magnitude higher), in combination with a relative high O2 21 

fraction (~ 20%) in the feed gas, yield a high NO concentration at the reactor outlet and a lower energy cost 22 

of formation (while the opposite conditions give rise to a low NO concentration and high energy cost). This 23 

is logical, because these conditions produce more O and N radicals, which are the main drivers of NO 24 

production at the catalyst surface. Indeed, we performed a detailed reaction analysis to determine the 25 

dominant mechanisms toward NO production, and the results are presented in the supporting information 26 

(sections SI.5 to SI.9). 27 

  
Figure 4. Effect of N2 dissociation fraction and O2 fraction in the feed gas, on the NO concentration (a), and its 28 

corresponding energy cost of formation (b) calculated by the model. 29 

We also varied the post-plasma concentration of NO in a range from 0 to 6.8 × 10−4 mol m−3 (i.e., 10000 30 

ppm) to investigate the effect of NO concentration entering the catalyst bed on the NO concentration at the 31 

reactor outlet (Fig. 5). This study was performed for an N2: O2 mixture of 80:20 at an N2 dissociation 32 

fraction of 3.5 × 10−3, for which our model can reproduce the experimental NO concentration at the reactor 33 
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outlet. An O2 fraction of 20% was chosen, as the catalytic effect is still pronounced enough at this condition 1 

(comparing 2.2 × 10−4 mol m−3 (3200 ppm) and 5.7 × 10−4 mol m−3 (8250 ppm) for plasma only and 2 

plasma-catalytic processes in the experiments of Ma et al. [22], respectively). Additionally, this feed gas 3 

mixture mimics dry air composition, and is therefore of special interest for industrial purposes. As 4 

illustrated in Fig. 5, even without NO present in the post-plasma gas, about 3 × 10−4 mol m−3 of NO is 5 

produced at the catalyst bed, due to reactions of N, O, N2 and O2 at the catalyst surface. Furthermore, a 6 

linear dependence is observed for the NO concentration at the reactor outlet as a function of post-plasma 7 

concentration of NO. Hence, the total NO concentration at the reactor outlet is the sum of the NO formed in 8 

the plasma and a constant amount of 3 × 10−4 mol m−3 formed at the catalyst bed.  9 

 
Figure 5. Effect of NO concentration entering the catalyst bed on the NO concentration at the reactor outlet (Tg =10 873 K, xO2 = 20%, Pplasma = 80 W, Tv = 6000 K, P = 5 mbar, N2 dissociation fraction =  3.5 × 10−3). 11 

Effect of back-mixing degree  12 

Increasing the desired product yield (NO in our case) is always the main purpose in design and optimization 13 

of any reactor. Fig. 6 shows how the NO concentration at the reactor outlet and its energy cost of formation 14 

vary with the degree of back-mixing inside the reactor. To this end we solved the model for different Pe 15 

numbers (i.e., different axial dispersion coefficients) ranging from 10−3  (corresponding to Dz =16  1.6 × 10−2 m2s−1, close to CSTR) to 550 (corresponding to Dz =  2.8 × 10−8 m2s−1 close to PFR). Note 17 

that for other calculations, the value of the Pe number is calculated based on the operating conditions of the 18 

experiment, and was found to be equal to 502, indicating that our system can be described as a PFR, with 19 

negligible back-mixing. That also explains why in Fig 5, the plasma-produced NO is additive to the NO 20 

produced in the catalytic bed, and no NO from the plasma phase is lost by reactions in the catalytic bed.  21 

As illustrated in Fig. 6, less back-mixing (i.e., high Pe, close to PFR) yields a rise in the NO production 22 

(Fig. 6a) and a drop in its energy cost of formation (Fig. 6b). We observe an S shape pattern with increasing 23 

Pe number from CSTR to PFR conditions (Fig. 6a). The reason is that at lower back-mixing degrees the 24 

catalytically produced NO has less tendency to intermix with unreacted species, and therefore, its loss due 25 

to axial dispersion decreases. This clearly confirms the adverse effect of back-mixing on the NO 26 

concentration at the reactor outlet. Hence, to reduce this adverse effect, the reactor and the catalyst bed size 27 

and configuration should be optimized to minimize the degree of back-mixing (i.e., flow pattern as close as 28 

possible to a PFR).   29 
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Figure 6. Effect of Pe number on the outlet concentration of NO (a), and its energy cost of formation (b).  1 

(Tg = 873 K, xO2 = 20%, Tv = 6000 K, P = 5 mbar, N2dissociation fraction =  3.5 × 10−3). 2 

Effect of the catalyst bed characteristic length 3 

We varied the total volume of catalyst particles from 6.9 × 10−9 m3 (i.e., total volume of catalyst in the 4 

experimental setup) to 10−3 m3. As the diameter of the catalyst bed is considered to be constant, this results 5 

in an increase in the characteristic length of the catalyst bed from 14 μm to 2 m. It should be noted that a 6 

characteristic length of 2 m is not realistic in practice, but we performed the simulations in this wide range 7 

to show trends. The contact time of the gas with the catalyst (see SI.10: Fig. S7a) rises from 10−5 s (for the 8 

smallest catalyst volume of 6.9 × 10−9 m3, corresponding to the experiments, i.e., characteristic length of 9 

14 μm) to 1.8 s (for the largest catalyst volume investigated of 10−3 m3, corresponding to a characteristic 10 

length of 2 m). Normally, increasing the contact time of the gas with the catalyst should result in a higher 11 NO concentration. However, as illustrated in Fig. 7a, increasing the characteristic length (i.e., a longer 12 

contact time of the gas with the catalyst) results in a lower NO concentration till a minimum is reached at 13 

around 1 mm. This is because the increase in characteristic length of the catalyst bed promotes the 14 

adsorption of NO and its subsequent dissociation into N and O radicals on the surface (i.e., the net rates of 15 

associative recombination (R5) and NO desorption (R6) on and from the surface, respectively, dramatically 16 

drop, Fig. S7b). Therefore, at this range when the characteristic length increases from 14 μm  to around 1 17 

mm, the  NO production rate at the reactor outlet (expressed in mol m−3 s−1) sharply decreases from values 18 

around 17 to 0.02 mol m−3 s−1 (Fig. 7b). As a result, a longer contact time (Fig. S7a) is not enough to 19 

compensate for the effect of the sharp drop in NO production rate, and to help the process toward more 20 

production of NO. Therefore, less NO is produced and its concentration, at the outlet of the reactor, is lower 21 

at longer characteristic lengths (Fig. 7a). By further increasing the characteristic length of the catalyst bed 22 

to values above 1 mm, the NO production rate continues to drop, but this drop is significantly less steep 23 

than for shorter characteristic lengths. Simultaneously, the contact time continues to rise with increasing 24 

characteristic length (Fig. S7a). At these long characteristic lengths (longer than 1 mm), the improvements 25 

in contact time of the gas with the catalyst are significant enough to promote the process toward more NO 26 

production. In other words, although the NO is produced at lower rates, for longer characteristic lengths the 27 

contact time of the gas with the catalyst is long enough to enhance the NO concentration at the reactor outlet 28 

(Fig. 7a). 29 
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Figure 7. Effect of the catalyst bed characteristic length on the NO concentration (a), and the net NO reaction rate 1 

(b), at Tg = 873 K, xO2 = 20%, Tv = 6000 K, P = 5 mbar, N2dissociation fraction =  3.5 × 10−3. 2 

The effect of the catalyst bed characteristic length on the energy cost of NO formation and on the NO 3 

production rate (in mol s−1) is illustrated in Fig. 8a and 8b, respectively. Increasing the catalyst bed 4 

characteristic length has no effect on the gas volumetric flow rate. Therefore, the NO concentration is the 5 

only variable that determines the NO  production rate (the product of NO  concentration and the gas 6 

volumetric flow rate, i.e., denominator of eq. 12), thus it follows exactly the same trend as the NO 7 

concentration (Fig. 8b). Similar to the NO concentration, the NO production rate decreases with increasing 8 

characteristic length until it reaches a minimum at around 1 mm (Fig. 8b). As a result, the energy cost of 9 NO  formation increases upon increasing characteristic length of the catalyst bed from 14 μm 10 

(corresponding to the experimental conditions) 1 mm (Fig. 8a). After this minimum in production rate (or 11 

maximum in energy cost), further increasing the characteristic length results in a higher NO concentration, 12 

hence, the NO production rate also increases. As a result, the energy cost of NO formation decreases 13 

towards a characteristic length of 2 m (i.e., around 92% improvement).  14 

  
Figure 8. Effect of the catalyst bed characteristic length on the energy cost of NO formation (a), and the NO 15 

production rate (b), at Tg = 873 K, xO2 = 20%, Tv = 6000 K, P = 5 mbar, N2dissociation fraction =16  3.5 × 10−3. 17 

Such an improvement in energy cost of NO formation might lead to the conclusion that longer catalyst beds 18 

significantly improve the process performance. However, such long characteristic lengths (2 m, using 19 10−3 m3 of the porous Pt catalyst) are not feasible due to the limitations in configuration of the reactor 20 

under study and laboratory conditions. This can explain the reasoning behind selection of 14 μm as the 21 

characteristic length of the catalyst bed in the experiments, in addition to the fact that it also requires only 22 
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a limited amount of catalyst. Nevertheless, these results illustrate that our 1D heterogeneous catalysis model 1 

allows to investigate the optimum length of the catalyst bed, which is not possible by a CSTR model.  2 

Effect of catalyst bed porosity 3 

In the reactor configuration under study, the catalyst bed porosity can easily be adjusted by varying the 4 

diameter of the catalyst bed (i.e., the diameter of the YSZ support), which can affect the performance. In 5 

our model, we varied the catalyst bed porosity from 0.06 (corresponding to a catalyst bed diameter of 33 6 

mm) to 0.99 (corresponding to a catalyst bed diameter of 3 mm). The experiments were performed with a 7 

porosity of 0.46, cf. Table 1. Note that by increasing the catalyst bed diameter from 3 to 33 mm, the 8 

characteristic length of the catalyst bed decreases from 1 mm to 8.1 μm. The effect of catalyst bed diameter 9 

on the characteristic length and on the porosity of the catalyst bed is explained in SI, section SI.11.  10 

Fig. 9a shows the effect of the bed porosity on the NO concentration at the outlet of the catalyst bed at 11 

steady state. A higher bed porosity means that there is more free volume in the catalyst bed for the gas to 12 

pass through. Also, the higher the porosity, the longer the characteristic length of the catalyst bed. 13 

Therefore, more volume of the gas passes through a longer catalyst bed, which significantly improves the 14 

contact time of the gas with the catalyst particles inside the bed (Fig. 9b). On the other hand, as the porosity 15 

increases (i.e., at longer catalyst bed characteristic lengths), the NO production rate decreases (Fig. 9c) due 16 

to more NO adsorption and subsequent dissociation on the catalyst surface (cf., the results presented for the 17 

effect of catalyst bed characteristic length). It is clear from Fig. 9a that a higher bed porosity results in a 18 

higher NO concentration at the outlet of the catalyst bed, until it reaches its maximum at porosity values 19 

around 0.9. The reason is that, although at higher porosity values the NO reaction rate decreases a lot (Fig. 20 

9c), the higher contact time between gas and catalyst compensates for this drop in NO production rate. 21 

Therefore, the overall produced NO  at steady state increases with increasing catalyst bed porosity. 22 

However, further increasing the bed porosity to values close to 1 means there is almost no catalyst inside 23 

the bed anymore (i.e., the effect of surface reactions become negligible), and as a result, the NO 24 

concentration at the outlet significantly drops.  25 
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Figure 9. Effect of the catalyst bed porosity on the NO concentration (a), the contact time between gas and catalyst 1 

(b), and net NO production rate (c), at 𝑇𝑔 = 873 𝐾, 𝑥𝑂2 = 20%, 𝑇𝑣 = 6000 𝐾, 𝑃 =2 5 𝑚𝑏𝑎𝑟, N2dissociation fraction =  3.5 × 10−3. 3 

To further investigate the effect of the catalyst bed porosity on the performance of the system, we plot in 4 

Fig. 10a the energy cost of NO formation as a function of bed porosity. Increasing the catalyst bed porosity 5 

has no effect on the gas volumetric flow rate. Therefore, similar to the case of varying the catalyst bed 6 

characteristic length, the steady state NO concentration at the reactor outlet is the only parameter that 7 

controls the NO production rate in mol s−1 (i.e., product of the NO concentration and the gas volumetric 8 

flow rate), and subsequently, the energy cost of NO formation. As the porosity of the bed increases, the 9 

steady state NO concentration at the reactor outlet increases until it reaches its maximum at porosity values 10 

around 0.9 (Fig. 9a). As a result, the energy cost (Fig. 10a) drops from  ε = 0.06 (corresponding to dbed =11 33  mm) to ε = 0.9  (corresponding to dbed = 11  mm). After this optimum porosity of 0.9, further 12 

increasing the catalyst bed porosity to values close to 1 lead to a significant drop in the NO concentration 13 

at the reactor outlet, and subsequently the NO production rate sharply drops (Fig. 10b). Therefore, the 14 

energy cost of NO formation increases from ε = 0.9 to  ε = 0.99.  15 

  
Figure 10. Effect of catalyst bed porosity on the energy cost of NO formation (a), and the NO production rate (b), at  16 Tg = 873 K, xO2 = 20%, Tv = 6000 K, P = 5 mbar, N2dissociation fraction =  3.5 × 10−3. 17 

According to our model predictions for the effect of catalyst bed porosity on the NO concentration and its 18 

energy cost of formation, further improvement in the performance may be possible by increasing the 19 

porosity of the catalyst bed from 0.46 (corresponding to the experiments) to 0.9. However, achieving such 20 

a high catalyst bed porosity might be difficult in practice. Noted that increasing the porosity to these high 21 

values in our model was only possible because of the specific configuration of the catalyst bed in the reactor 22 
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under study. In conventional (commercial) fixed bed reactors, where the catalyst bed is made of roughly 1 

uniform catalyst beads, the porosity range is typically quite narrow (0.35 < 𝜀 < 0.55) [43]. Therefore, 2 

from practical perspective, the selected porosity value in the experiments seemed to be among the best 3 

values possible in practice. Nevertheless, our calculations provide useful insights in the effect of this 4 

parameter, in so far that it can be tuned, and maybe our work can inspire experimental groups to design a 5 

catalytic bed with higher porosity.  6 

Conclusions 7 

Plasma-based NO production has recently gained increased interest as a potential sustainable alternative N2 8 

fixation process. Plasma catalysis can potentially enhance the performance by coupling a plasma with a 9 

(post-plasma) catalytic surface. Mathematical modeling can play a key role in the optimization of the 10 

process, but modeling of plasma-catalytic N2 fixation into NO is poorly studied.  11 

In the present work, we developed a 1D heterogeneous catalysis model with axial dispersion (i.e., so-called 12 

axial dispersion model; ADM) for plasma-catalytic NO production in an ICP reactor. By considering the 13 

major transport phenomena in the catalytic bed (i.e., mass, energy and momentum transfer), the model 14 

allows to gain valuable insight in the underlying mechanisms due to coupling of plasma and catalyst, and 15 

how to improve the performance. We studied the chemical reactions leading to the production of NO, and 16 

the resulting NO concentrations, both at the catalyst surface and in the gas phase, as a function of time and 17 

axial position in the reactor.  18 

We investigated the effect of the post-plasma composition (i.e., species concentrations/fluxes) on the NO 19 

concentration at the reactor outlet and its energy cost of formation. For this purpose, we varied (i) the 20 N2dissociation fraction (which also determines the O2dissociation fraction, as the latter is typically an order 21 

of magnitude higher) and (ii) the O2 fraction in the feed gas. Together, they determine the post-plasma 22 

concentrations (or fluxes) of N, O, N2 and O2. In addition, we also studied the effect of varying the NO 23 

post-plasma concentration on the NO concentration at the reactor outlet. In general, our model predicts that 24 

a higher N2 dissociation fraction in the post-plasma gas flow leads to a higher NO concentration at the 25 

reactor outlet. However, the NO production is not very sensitive to the N2  dissociation fraction at O2 26 

fractions less than 1% in the feed gas. A higher O2 fraction in the feed gas and N2 dissociation fraction in 27 

the post-plasma gas flow result not only in a higher NO concentration, but also in a significant improvement 28 

in energy cost calculated by our model. Finally, a linear increase in the outlet concentration of NO was 29 

observed with a rise in the post-plasma concentration of NO for a constant O2 fraction in the feed gas, but 30 

also without NO in the post-plasma mixture, a considerable amount of NO is formed at the catalyst bed, as 31 

the N and O radicals are the main drivers of catalytic NO production. 32 

We also studied the effect of back-mixing on the NO production. Our model predicts that higher Pe numbers 33 

(i.e., flow patterns close to a PFR and therefore, lower back-mixing) lead to a higher concentration of NO 34 

at the reactor outlet and a drop in the process energy cost. Hence, for process improvement, it will be 35 

important to design a catalytic bed reactor resembling as much as possible a PFR.  36 

Increasing the catalyst bed characteristic length in general leads to a high NO concentration and low energy 37 

cost, at least for very long characteristic lengths (around 2 m). Although such value might be unrealistic 38 

and would require much more catalyst than the characteristic length used in the experiments, our 39 

simulations can provide information on the effect of this parameter on the system performance. Finally, 40 

increasing the catalyst bed porosity also results in a higher NO concentration and lower energy cost, until 41 

reaching a maximum at porosity values around 0.9. At still higher catalyst porosity, there would be almost 42 

no catalyst inside the bed and therefore the effect of surface reactions would become negligible.  43 
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This kind of model has been used before in the field of thermal catalysis, and its robustness in simulation 1 

and optimization of various catalytic processes was already demonstrated [21], [22], [44]–[46]. However, 2 

in this paper, for the first time, we developed such a model for the simulation of a plasma-catalytic process 3 

for NO production. Our modeling approach can provide useful insights in the underlying mechanisms 4 

responsible for NO production, as a function of time and at different positions across the catalyst bed. 5 

Additionally, it can predict the effect of different operating parameters on the NO concentration at the 6 

reactor outlet and its energy cost of formation. Although these model predictions will need to be verified 7 

experimentally, and we don’t claim the model predictions are quantitatively accurate, at least the results 8 

give insights in qualitative trends, when varying certain parameters.  9 

Finally, this type of model is not only useful for explanation and improvement of the system under study, 10 

but also can be used for other plasma types coupled with a catalyst. Therefore, this modeling approach can 11 

open new windows of opportunity for the simulation, improvement and optimization of plasma-catalytic 12 

processes operating in fixed bed reactors, not limited to N2 fixation, but for various plasma-catalytic gas 13 

conversion processes.  14 

Supporting information 15 

The supporting information is available free of charge at:…, and contains information on:  16 

Technical details and empirical correlations for the calculation of physical properties in the model; 17 

calculation of adsorption, desorption and surface reaction rate coefficients; dimensionless equations; 18 

measured NO  and calculated N2 , O2 , N  and O  concentrations entering the catalyst bed; dominant 19 

mechanisms toward NO  production; species concentration to explain the NO  production mechanisms; 20 

temporal behavior of the net reaction rates at different positions across the catalyst bed; species formation 21 

and loss rates in the axial direction; heat transfer analysis; effect of catalyst bed characteristic length on the 22 

contact time of the gas with the catalyst, as well as surface and gas phase reactions; effect of catalyst bed 23 

diameter on the porosity and characteristic length of the catalyst bed. 24 
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Nomenclature 32 

 𝑎𝑣 External surface area per unit volume of the catalyst (m2 m−3) 𝐴𝑏𝑒𝑑 Cross section surface area of the catalyst bed (m2) 𝐴𝑟 Reactor cross section surface area (m2) 𝐶𝑖 Concentration of species i in the gas phase (mol m−3) 𝐶𝑖,𝑠 Concentration of species i in the solid phase (mol m−3) 𝐶𝑝𝑔 Heat capacity of the gas phase (Jkg−1K−1) 𝐶𝑝,𝑏𝑒𝑑 Heat capacity of the catalyst bed (Jkg−1K−1) 𝐶𝑇 Number of sites per unit volume of the catalyst  𝐷𝑧 Axial dispersion coefficient (m2s−1) 
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𝐷𝑝 Equivalent spherical diameter of the packing (m) 𝐷𝑚 Average molecular diffusivity (m2s−1) 𝐷𝑖 Effective diffusion coefficient (m2s−1) 𝐷𝐴𝑚𝑖𝑥 Molecular diffusion coefficient of species A in the gas mixture (m2s−1) 𝐷𝐴𝐵 Binary molecular diffusion coefficient (m2s−1) 𝐷𝐾𝑛 Knudsen diffusion coefficient (m2s−1) 𝑑𝑝𝑜𝑟𝑒 Diameter of catalyst pores (m) 𝑑𝑝 Diameter of catalyst particles (m) 𝑑𝑏𝑒𝑑 Diameter of the catalyst bed (m) 𝑑𝑟 Reactor diameter (m) 𝐸𝑎 Activation energy (eV) 𝑓𝑝 Fixed bed friction factor 𝐺𝑟𝑝 Modified Reynolds number of the fixed bed  𝐺𝑠 Mass velocity of the gas phase (kg m−2s−1) ℎ𝑓 Heat transfer coefficient (Wm−2K−1) 𝑗𝐷,𝑖 Chilton-Colburn factor for mass transfer 𝑗𝐻 Chilton-Colburn factor for heat transfer  𝑘𝑔,𝑖 Gas-to-solid mass transfer coefficient (m−3m−2s−1) 𝐿 Length of the catalyst bed (m) 𝑀 Molecular weight (g mol−1) 𝑁𝑢 Nusselt number  𝑃𝑟 Prandtl number  𝑃 Pressure (Pa) 𝑃∘
 Standard pressure 𝑄𝑖𝑛 Inlet gas volumetric flow rate (m3s−1) 𝑄 Actual gas volumetric flow rate (m3s−1) 𝑟𝑖𝑔𝑎𝑠
 Rate of formation or destruction of species i in the gas phase (mol m−3s−1) 𝑟𝑖𝑠 Rate of formation or destruction of species i in the solid phase (mol m−3s−1) 𝑅𝑗 Rate of reaction of species i (mol m−3s−1) 𝑅 Gas universal constant (Pa m3mol−1K−1) 𝑅𝑒 Reynolds number  𝑆 Number of active sites on the catalyst surface (mol) 𝑆ℎ Sherwood number  𝑆𝑐 Schmidt number  𝑡 Time (s) 𝑡𝑟𝑒𝑠 Residence time (s) 𝑇𝑠 Surface temperature of the catalyst (K) 𝑇∘

 Standard temperature 𝑇𝑔 Gas temperature (K) 𝑇𝑣 Vibrational temperature (K) 𝑢𝑠 Gas superficial velocity (m s−1) 𝑉𝑝 Total volume of the catalyst particles (m3) 𝑉𝑡 Total volume of the catalyst bed (m3) 𝑥𝑖 Mole fraction of species i 𝑧 Position from the inlet of the catalyst bed (m) 

Greek letters   𝜀𝑏 Catalyst bed void fraction (porosity) 𝜂𝑗 Effectiveness factor of reaction j 
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𝜆𝑧𝑓 Effective thermal conductivity (W K−1) 𝜆𝑔 Average gas thermal conductivity (W K−1) 𝜆𝑧0 Axial thermal conductivity (W K−1) 𝜆𝑔 Solid thermal conductivity (W K−1) 𝜇𝑔 Gas dynamic viscosity (kg m−1s−1) 𝜌𝑔 Gas phase density (kg m−3) 𝜌𝑏𝑒𝑑 Density of the catalyst bed (kg m−3) ∆𝐻𝑟𝑥𝑛 Heat of reaction (J mol−1) Δ𝑆° Entropy of reaction (J K−1) ∆𝑃 Pressure drop (Pa) 𝜏𝑐𝑎𝑡 Catalyst tortuosity  𝜏 Dimensionless time  Σ𝑖𝜈𝑖 Special atomic diffusion volumes  𝜁 Dimensionless position from the inlet of the catalyst bed 𝜙 Thiele modulus 
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