Hybrid statistics-simulations based method for atom-counting from ADF STEM images
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Abstract

A hybrid statistics-simulations based method for atom-counting from annular dark field scanning transmission electron microscopy (ADF STEM) images of monotype crystalline nanostructures is presented. Different atom-counting methods already exist for model-like systems. However, the increasing relevance of radiation damage in the study of nanostructures demands a method that allows atom-counting from low dose images with a low signal-to-noise ratio. Therefore, the hybrid method directly includes prior knowledge from image simulations into the existing statistics-based method for atom-counting, and accounts in this manner for possible discrepancies between actual and simulated experimental conditions. It is shown by means of simulations and experiments that this hybrid method outperforms the statistics-based method, especially for low electron doses and small nanoparticles. The analysis of a simulated low dose image of a small nanoparticle suggests that this method allows for far more reliable quantitative analysis of beam-sensitive materials.
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1. Introduction

The physical properties of nanostructures are controlled by their composition, their chemical bonding and the positions of their atoms. At the nanoscale, the properties of materials are strongly size-dependent \cite{1,2,3}. This size dependence opens up many possibilities for the production of nanomaterials with unique properties, but also demands an accurate and precise quantification of their size. An excellent technique to study nanostructures is atomic resolution scanning transmission electron microscopy (STEM) \cite{4,5}. The intensities in annular dark field scanning transmission electron microscopy (ADF STEM) monotonically depend on the atomic number $Z$ and on the thickness of the material \cite{5,6,7,8}, which makes this imaging mode particularly suitable for performing a quantitative analysis of nanostructures \cite{9,10,11}, such as atom-counting \cite{12,13}. By counting the number of atoms in each atomic column from two-dimensional (2D) ADF STEM images recorded under a few different viewing directions, a three-dimensional (3D) reconstruction of the structure can be obtained \cite{13,14}, allowing for the quantification of the shape and size of the nanoparticle. Furthermore, atom-counting results can be combined with ab-initio calculations or Monte Carlo simulations to study the dynamical behaviour of nanoparticles \cite{15,16,17,18}.

At present, two methods exist for counting the number of atoms from ADF STEM images, based either on image simulations \cite{12,16} or on statistical parameter estimation theory \cite{13,19,20}. In the present paper, these methods will be referred to as the image simulations-based method and the statistics-based method. In order to count the number of atoms, the total scattered intensity corresponding to each atomic column in the nanoparticle is first quantified by the so-called scattering cross section. These scattering cross sections are calculated by integrating the image intensity in circles \cite{21} or Voronoi cells \cite{16,22} around the position of the atomic column, or by estimating the volumes under Gaussian peaks which are fitted to the atomic columns \cite{10,19,20,23}.

The image simulations-based method is very intuitive, as it directly compares experimental scattering cross sections to simulated scattering cross sections \cite{12,16}. However, using this method, systematic errors in the image simulations are difficult to detect, since such a direct thickness assignment is always possible. In other words, the accuracy of the obtained atom-counts depends on the unknown accuracy of the experimental parameters used as an input for the image simulations, such
as for example the detector angles or the mistilt of a sample away from a perfect zone-axis [24]. Furthermore, this method does not provide a measure for the precision of the atom-counts. It is worth noting that over the last few years, techniques for the characterisation of these experimental parameters have strongly improved [21, 25, 26, 27, 28, 29].

Alternatively, in the statistics-based method, unknown structure parameters are estimated by fitting an incoherent parametric imaging model to the experimental images using a criterion of goodness of fit [10, 19, 20, 23, 30, 31]. Based on these estimated structure parameters, estimates for the scattering cross sections can be obtained. These estimates are then used as an input for a second parameter estimation step. The set of scattering cross sections can be decomposed into components, each generated by a set of columns with the same number of atoms. Due to the unavoidable presence of noise, these components cannot be discriminated visually. To retrieve these components, the set of scattering cross sections is regarded as a statistical draw from an underlying, unknown probability distribution. The parameters of this probability distribution are estimated by maximising the likelihood of the probability distribution [13, 19, 20, 32]. Based on the estimated probability distribution, atom-counts are assigned to the atomic columns. The described statistics-based method is very reliable and results in atom-counts with single atom sensitivity [20], provided the inherent limitations of the method are not exceeded [19, 33]. The atom-counts obtained by the statistics-based method for very small nanoparticles are often unreliable due to the limited number of columns present in the image [19, 33]. Furthermore, the performance of the statistics-based method is very sensitive to a low signal-to-noise ratio [19, 33]. The increasing relevance of radiation damage, not only in biological studies, but also in the study of nanostructures [34], demands a method that allows for a reliable quantitative analysis of low dose images with a low signal-to-noise ratio. The hybrid statistics-simulations based method is proposed to overcome the limitations of the statistics-based method, and thus progress towards the quantitative analysis of small, beam-sensitive materials. This hybrid method will be realised by incorporating prior knowledge about the material, obtained by carefully performing image simulations, into the statistics-based method.

The outline of the present paper is as follows. The methodology of the proposed hybrid method is discussed in section 2 and then applied to a HAADF STEM image of a gold nanorod in section 3. Next, in section 4, the possibilities and limitations of this improved method are examined, and a comparison with the statistics-based method is performed. Then, in section 5, the hybrid method is applied to a challenging experimental example, a very small platinum-iridium nanoparticle, imaged using a relatively low electron dose. Up to now, atoms could not be counted reliably from such an image. This case study will therefore be used to evaluate the amount of improvement of the hybrid method as compared to the statistics-based method. Finally, an image of the same nanoparticle, simulated such that the electron dose is more than ten times lower, is analysed, showing the possibilities for quantitative analysis of challenging beam-sensitive nanomaterials using low electron doses.

2. Methodology

First, the total scattered intensity belonging to each atomic column is quantified by estimating the scattering cross sections for each atomic column. To this end, an incoherent parametric imaging model consisting of 2D Gaussian peaks is fitted to the experimental image using a least-squares criterion [10, 19, 20, 23, 30, 31], as defined in Appendix A. Due to the unavoidable presence of noise, the set of scattering cross sections is regarded as a statistical draw from an underlying, unknown probability distribution, which can be described by a superposition of 1D Gaussian components, called a Gaussian mixture model [13, 19, 20]:

\[
f_{\text{mix}}(\hat{V}_n; \Psi_{G}^{\text{stat}}) = \sum_{g=1}^{G} \pi_g \phi_g \left( \hat{V}_n; \mu_g, \sigma \right),
\]

(1)

with

\[
\phi_g \left( \hat{V}_n; \mu_g, \sigma \right) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp \left( -\frac{(\hat{V}_n - \mu_g)^2}{2\sigma^2} \right),
\]

(2)

with \( \sigma \) the width of the components, \( \mu_g \) the location of the \( g \)th component, \( \pi_g \) the mixing proportion of the \( g \)th component, \( \hat{V}_n \) the scattering cross section of the \( n \)th column, and \( \Psi_{G}^{\text{stat}} \) the parameter vector

\[
\Psi_{G}^{\text{stat}} = (\pi_1, ..., \pi_{G-1}, \mu_1, ..., \mu_G, \sigma)^T,
\]

(3)

containing the \( 2G \) parameters to be estimated using the statistics-based method. Note that \( \pi_G \) is not estimated, since the mixing proportions sum up to unity. Unlike the statistics-based method, the hybrid method puts constraints on the locations \( \mu_g \) of the Gaussian mixture model. These constraints are based on prior knowledge from image simulations. Therefore, image simulations
need to be performed for different thicknesses. The experimental parameters that describe the imaging conditions used to record the ADF STEM image are used as an input for the image simulations and should therefore be measured as accurately as possible. The scattering cross sections calculated from these simulated images of atomic columns with different thicknesses compose the so-called library. The prior knowledge is included into the hybrid method by assuming that the locations of the components correspond to scaled library values:

$$
\mu_g = aM_g,
$$

where $a$ is an unknown scaling parameter and $M_g$ represents the library value of the $g^{th}$ component, corresponding to columns with $g$ atoms. This implies that the number of parameters to be estimated reduces from $2G$ to $G + 1$:

$$
\Psi_{\text{hybrid}}^G = (\pi_1, \ldots, \pi_{G-1}, a, \sigma)^T.
$$

The probability distribution for the hybrid method is therefore expressed as follows:

$$
f_{\text{mix}}(\hat{V}_n; \Psi_{\text{hybrid}}^G) = \sum_{g=1}^{G} \pi_g \phi_g \left( \hat{V}_n; a, \sigma \right),
$$

with

$$
\phi_g \left( \hat{V}_n; a, \sigma \right) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp \left( -\frac{(\hat{V}_n - aM_g)^2}{2\sigma^2} \right).
$$

By estimating the scaling parameter $a$ to determine the locations of the components of the probability distribution, we take into account possible unknown discrepancies between actual and simulated experimental conditions. Figure 1 shows simulated scattering cross sections evaluated as a function of the number of atoms per column for different values of the detector inner angle or sample tilt. The solid lines in both figures indicate that linearly scaled libraries are a good approximation for the scattering cross sections simulated using different parameters. In figure 1a, simulated scattering cross sections for Au in [001] zone axis obtained with different detector inner angles 57 mrad, 60 mrad and 62 mrad are shown. The scattering cross sections simulated using an inner angle of 60 or 62 mrad can be approximated by linearly scaling the scattering cross sections corresponding to 57 mrad, acting as the library in this example. These detector inner angles correspond to reasonable measurement errors in the detector inner angle of upto ±5 mrad [24]. In figure 1b, simulated scattering cross sections are shown for a sample tilt around the [001] axis, upto 15 mrad, which can experimentally still yield an atomic resolution image [24]. Also in this case, the scaled library for the sample in zone axis is an acceptable approximation for the scattering cross sections corresponding to different sample tilt values.

The updates of the parameters of the probability dis-
tribution used in the hybrid method are derived by maximising the likelihood function:

\[ L(\Psi_{G}^{\text{hybrid}}) = \prod_{n=1}^{N} f_{\text{mix}} \left( \hat{V}_n; \Psi_{G}^{\text{hybrid}} \right) , \]  

or equivalently, by minimising the negative log likelihood function, with respect to the parameters \( \pi_g, a \) and \( \sigma \). Updates for these parameters are calculated using the iterative EM-algorithm \[32\] and are given by the following expressions:

\[ \pi_g^{(k+1)} = \frac{1}{N} \sum_{n=1}^{N} \tau_g \left( \hat{V}_n; \Psi_{G}^{\text{hybrid},(k)} \right) , \]  

\[ a^{(k+1)} = \frac{\sum_{n=1}^{N} \sum_{g=1}^{G} \tau_g \left( \hat{V}_n; \Psi_{G}^{\text{hybrid},(k)} \right) \hat{V}_n \mathcal{M}_g}{\sum_{n=1}^{N} \sum_{g'=1}^{G} \tau_{g'} \left( \hat{V}_n; \Psi_{G}^{\text{hybrid},(k)} \right) \mathcal{M}_{g'}^2} , \]  

\[ \sigma^{(k+1)} = \sqrt{\frac{1}{N} \sum_{n=1}^{N} \tau_g \left( \hat{V}_n; \Psi_{G}^{\text{hybrid},(k)} \right) \left( \hat{V}_n - a^{(k)} \mathcal{M}_g \right)^2} . \]  

The above described algorithm provides atom-counts for a given library length \( G \). Unfortunately this library length \( G \) is not known beforehand. In principle, a large enough library length can be used to obtain the same correct model, since mixing proportions of components that exceed the maximum thickness can be estimated zero. However, in practice, a smaller scaling parameter \( a \) in combination with non-zero proportions often results in a better fit of the Gaussian mixture model to the underlying scattering cross sections. The resulting model has a higher likelihood, but is not the correct model. A selection criterion therefore needs to be used to determine the physically meaningful library length, required to estimate the correct probability distribution. Such a criterion includes a likelihood term, as well as a penalty term. Many different information criteria exist, accounting for the complexity of the estimated model in a different manner \[32\]. The Integrated Classification Likelihood (ICL) criterion was shown to have the best performance for atom-counting \[19\]:

\[ ICL(G) = -2 \log L(\hat{\Psi}_{G}^{\text{hybrid}}) + 2EN(\hat{\tau}) + d \log N , \]  

where \( \hat{V} \) represents the set of estimated parameters corresponding to the model with the maximum likelihood.

A direct consequence of the prior knowledge included into the hybrid method by equation \[11\] is that the \( g^{th} \) component in the Gaussian mixture model is now always supposed to correspond to atomic columns with \( g \) atoms. Therefore, the number of components \( G \) will be called the “library length” from here on. Missing components are attributed a mixing proportion \( \pi_g = 0 \) by the hybrid method, and can therefore be easily recognised, whereas they are simply not estimated by the statistics-based method. This is an advantage, since in a real nanostructure it is quite feasible that no single atoms are present around the edge. The first non-zero component could therefore easily be at two or three atoms.

The above described algorithm provides atom-counts for a given library length \( G \). Unfortunately this library length \( G \) is not known beforehand. In principle, a large enough library length can be used to obtain the same correct model, since mixing proportions of components that exceed the maximum thickness can be estimated zero. However, in practice, a smaller scaling parameter \( a \) in combination with non-zero proportions often results in a better fit of the Gaussian mixture model to the underlying scattering cross sections. The resulting model has a higher likelihood, but is not the correct model. A selection criterion therefore needs to be used to determine the physically meaningful library length, required to estimate the correct probability distribution. Such a criterion includes a likelihood term, as well as a penalty term. Many different information criteria exist, accounting for the complexity of the estimated model in a different manner \[32\]. The Integrated Classification Likelihood (ICL) criterion was shown to have the best performance for atom-counting \[19\]:

\[ ICL(G) = -2 \log L(\hat{\Psi}_{G}^{\text{hybrid}}) + 2EN(\hat{\tau}) + d \log N , \]  

with a negative log likelihood term \( -2 \log L(\hat{\Psi}_{G}^{\text{hybrid}}) \), and a penalty term \( 2EN(\hat{\tau}) + d \log N \) depending on the sample size \( N \), on the number of parameters \( d = G + 1 \) to be estimated, and on the entropy, expressed by

\[ EN(\hat{\tau}) = - \sum_{g=1}^{G} \sum_{n=1}^{N} \tau_g \left( \hat{V}_n; \Psi_{G}^{\text{hybrid}} \right) \log \tau_g \left( \hat{V}_n; \Psi_{G}^{\text{hybrid}} \right) . \]
trade-off between the goodness of fit and the complexity of the model. The methodology introduced in this section will now be applied to an experimental gold nanorod in the next section.

3. Counting the number of atoms in a gold nanorod

In this section, an experimental HAADF STEM image of a gold (Au) nanorod will be analysed in order to illustrate the methodology of the hybrid method for atom-counting. The number of atoms in this Au nanorod could already be counted reliably using the statistics-based atom-counting method [20], as an agreement between independent image simulations and the estimated locations was then found within the expected 5%-10% error range [20, 22, 35]. Therefore, this well-conditioned experimental example can be used to validate the results obtained with the hybrid method. The image was recorded along the [100] zone axis at the QuAntEM, a double corrected FEI Titan³ working at 300 kV, and is shown in figure 2a.

The scattering cross sections calculated from the refined model of the experimental image are shown in figure 2b. In an ideal case, we would observe separated components, corresponding to the different thicknesses. However, due to the unavoidable presence of noise, these components are broadened and they therefore overlap each other. This broadening is described by the probability distribution given by equation (3)-(7). Such a probability distribution is then estimated for each library length ranging between 1 and 100. The values of the ICL criterion, given by equation (15), for each of these library lengths are evaluated in figure 2c. The top axis indicates the estimated scaling parameter corresponding to the models at different library lengths. In this example, the minimum of interest occurs at a library length equal to 51, corresponding to a scaling parameter of $a = 0.99$, reflecting the high accuracy of the measured experimental parameters. The estimated probability distribution at this library length is shown as a full black curve in figure 2b. The individual components are shown in colour, corresponding to the number of atoms per column. In figure 2b, each atomic column was assigned the number of atoms corresponding to the highest probability based on the estimated probability distribution from figure 2a.

The interpretation of the ICL criterion obtained by the hybrid method slightly differs from the interpretation of the ICL criterion as obtained by the statistics-based method. We are still looking for a local minimum, but additional information is provided by the value of the scaling parameter and can be used to determine the correct local minimum. Usually, multiple local minima, corresponding to different values of the scaling parameter, are present in the ICL criterion. If the experiment was conducted carefully, discrepancies between actual and simulated experimental conditions are expected to be small, i.e. within the expected 5%-10% error range. [20, 22, 35]. This would imply a scaling value approximately equal to 1. However, it is inadvisable to discard other local minima based only on their unexpected scaling values. A local minimum at a scaling value which differs strongly from 1 can be selected as the minimum of interest when one can explain the nature of these large discrepancies, e.g. by means of additional image simulations using different values for sample tilt or inner detector angle. If this is not the case, the local minimum corresponding to a scaling value close to 1 is selected as the minimum of interest.

Note that inclined grey lines with slope log $N$ are added to the plot of the ICL criterion. In the ICL criterion in figure 2c, we see linear features where the values increase parallel to the grey lines, i.e. with the same slope of log $N$. These features indicate that the estimated probability distribution for these library lengths is essentially the same. In fact, the mixing proportions of components corresponding to a library length exceeding the first library length of the feature are estimated equal to zero. As a consequence, the entropy term and the likelihood term for these library lengths remain the same, leaving $d \log N$ as the only changing term in the expression for the ICL criterion given by equation (15). Such linear features indicate a very good mathematical fit to the data, and can be used for interpretation of the ICL minimum. However, such features may not always be present due to for example large amounts of noise. If such features appear and coincide with a scaling value close to 1, we can choose the first library length of the feature as the minimum of interest.

Figure 2d displays the difference between the atom-counts obtained by the hybrid method and the statistics-based method for each atomic column. On average the number of atoms per column differs by only 1.02 atoms between both methods. This confirms the reliability of the results obtained with the hybrid method. In the next section, the performance of the hybrid method will be examined in detail and compared to the statistics-based method.
4. Possibilities and limitations

4.1. Precision & accuracy of the estimated parameters

In the present section, we evaluate the accuracy and precision of the estimated parameters. Ultimately, in order to perform a reliable quantitative analysis, the parameters of the probability distribution of the scattering cross sections expressed by equation (6)-(7) need to be estimated as accurately and precisely as possible. A statistical estimator of a parameter is accurate when the expectation value of the estimator equals the actual value of the corresponding parameter. For such an unbiased estimator, a lower bound on the variance exists, which expresses the highest attainable precision. This lower bound on the variance is given by the so-called Cramér-Rao lower bound [36, 37], defined in Appendix B.

In order to assess the accuracy and precision of the estimated parameters by the hybrid method, 100 noise realisations were created by performing random draws from a Gaussian mixture model with 5 components and parameters \( \pi_g \), \( \alpha \) and \( \sigma \) for which the input values are given in table 1. For each noise realisation, the mixing proportions \( \pi_g \) for the different components are multinomially distributed with equal probabilities. Furthermore, an equally spaced library is used. The relative width of the components, defined as the ratio between the width of the columns \( \sigma \) and the average difference between the locations of successive components \( \delta \), equals \( \sigma / \delta = 0.25 \). The average number of observations per component equals \( N / G = 20 \). The parameters were estimated by the hybrid method using starting values for the mixing proportions \( \pi_g \) and the width of the components \( \sigma \) given by equations (13) and (14), and multiple starting values for the scaling parameter as discussed in section 2. The values of the estimated parameters, obtained at the correct library length, are summarised in table 1 and confirm that the parameter estimates are accurate, as the input value of each parameter is enclosed by the 95% confidence interval on the sample mean. Table 2 summarises the sample variances of the parameter estimates for the same sets of scat-
Figure 3: Accuracy of the estimated width of the components $\sigma$. The estimated width of the components is evaluated as a function of the true value of $\sigma$ used in the Gaussian mixture models for (a) the statistics-based method and (b) the hybrid method. Colour online.

tering cross sections used to validate the accuracy, together with a 95% confidence interval and the Crâmer-Rao lower bound for each parameter. We conclude that the Crâmer-Rao lower bound is indeed attained, as the 95% confidence intervals on the sample variances include the Crâmer-Rao lower bound for each parameter. Thus, parameter estimates obtained by the hybrid method are obtained with the highest possible precision.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Input value</th>
<th>Sample mean</th>
<th>95% confidence interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi_1$</td>
<td>0.2</td>
<td>0.2005</td>
<td>[0.1922; 0.2088]</td>
</tr>
<tr>
<td>$\pi_2$</td>
<td>0.2</td>
<td>0.1979</td>
<td>[0.1901; 0.2057]</td>
</tr>
<tr>
<td>$\pi_3$</td>
<td>0.2</td>
<td>0.1987</td>
<td>[0.1901; 0.2073]</td>
</tr>
<tr>
<td>$\pi_4$</td>
<td>0.2</td>
<td>0.1990</td>
<td>[0.1913; 0.2066]</td>
</tr>
<tr>
<td>$\pi_5$</td>
<td>0.2</td>
<td>0.2039</td>
<td>[0.1951; 0.2128]</td>
</tr>
<tr>
<td>$a$</td>
<td>1</td>
<td>0.9990</td>
<td>[0.9970; 1.0011]</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>0.25</td>
<td>0.2468</td>
<td>[0.2427; 0.2508]</td>
</tr>
</tbody>
</table>

Table 1: Accuracy of the parameter estimates that determine the Gaussian mixture model estimated by the hybrid method. The sample means are computed from parameter estimates obtained from 100 noise realisations of the Gaussian mixture model and compared with the input values of the model parameters.

An important drawback of the statistics-based method is the underestimation of the value of the width of the components $\sigma$ in case of a small average number of columns $N/G$ [19]. In order to assess the accuracy of the estimated width of the components, noise realisations were again created by performing random draws from Gaussian mixture models with 10 components, in the same manner as described before. Different combinations of $N/G$ and $\sigma/\delta$ were used, and 100 noise realisations were performed for each of these combinations. In figure 3, the estimated width of the components is evaluated as a function of the true width of the components, for different values of the average number of columns per component $N/G$. Estimated widths are shown for both the statistics-based method and the hybrid method, with 95% confidence intervals. We conclude from figure 3 that the hybrid method provides more accurate estimates for the width of the components as compared to...
the statistics-based method, which severely underestimates the width of the components at low values of $N/G$. The parameter estimates for the width $\sigma$ obtained by the hybrid method are thus more reliable, resulting in more reliable atom-counts, as compared to the statistics-based method. Furthermore, this implies that the hybrid method allows for a more accurate estimate of the relative width of the components $\sigma/\delta$, which determines the overlap between Gaussian components. Therefore, the precision of the atom-counts themselves can be more accurately predicted, as this is inherently determined by the amount of overlap between the components.

**Figure 4:** The average number of columns per component needed to obtain 50%, 85% or 95% correctly counted atomic columns by the hybrid method or the statistics-based method, for a certain relative width of the components. Colour online.

### 4.2. Atom-counting performance

The atom-counting performance can be quantified by the percentage of correctly counted atomic columns. Therefore, we will calculate this percentage obtained by the hybrid method for different combinations of the average number of columns per component $N/G$ and the relative width of the components $\sigma/\delta$, as well as for the statistics-based method. The relative width of the components $\sigma/\delta$ is large when the signal-to-noise ratio is low, as is for example the case for low dose images. The average number of columns per component $N/G$ can be related to the size of the particle. A small particle corresponds to a small value of $N/G$. The values of $\sigma/\delta$ and $N/G$ determine how difficult it is to count the number of atoms. They can therefore be referred to as the conditions for atom-counting. The largest improvement in the percentage of correctly counted atomic columns attained by the hybrid method is expected at difficult conditions for atom-counting, corresponding to noisy images of small nanoparticles.

Noise realisations were created by performing random draws from Gaussian mixture models with 10 components, as described in section 4.1. The values of $\sigma$ and $N$ are varied. For each combination, 100 such noise realisations were performed. The percentages of correctly counted atomic columns, after evaluation of the ICL criterion, are displayed in Figure 4. The ICL criterion was evaluated between library lengths 8 and 12. The interpretation of the ICL criterion introduced in section 3 was applied in order to select the minimum of interest.

The average number of columns per component $N/G$ required to correctly count 50%, 85% and 95% of the atomic columns is evaluated as a function of the relative width of the components $\sigma/\delta$. The percentage of correctly counted atomic columns increases with increasing average number of columns per component $N/G$ and decreasing relative width of the components $\sigma/\delta$. However, the required $N/G$ to reach a given percentage with the hybrid method is lower than the $N/G$ needed to reach the same percentage using the statistics-based method for constant $\sigma/\delta$. In other words, the hybrid method does indeed outperform the statistics-based method, especially for small nanostructures. Note that the percentage of correctly counted atomic columns is determined by the selection of the library length after an evaluation of the ICL criterion on the one hand, and by the overlap between the Gaussian components, limiting the precision, on the other hand. We conclude from the results in Figure 4 that the most significant improvement is achieved at high values of $\sigma/\delta$. These results therefore suggest the possibility of reliably counting the number of atoms in samples where counting was previously impossible, specifically in images of small, beam-sensitive particles recorded using a lower electron dose. In the next section, a platinum-iridium nanoparticle recorded using a relatively low electron dose will be analysed using the hybrid method.

### 5. Counting the number of atoms in a platinum-iridium nanoparticle

In the present section, the hybrid method is used to count the number of atoms in a challenging experimental, relatively low dose image of a small Pt/Ir particle, shown in Figure 5a and previously already analysed in [33]. The particle was supported on a three-dimensional carbon black support and was received in powder form dusted onto a carbon coated copper grid. The image was taken at the QuAntEM, a double corrected FEI Titan³ working at 300 kV. The difference in atomic number between Ir (Z=77) and Pt (Z=78) is only one, causing a difference of less than 3% in the scattering cross sections up to 15 atoms in a projected atomic column. Therefore, Pt and Ir can be analysed together for the purpose of counting.
Figure 5: (a) Experimental ADF STEM image of a platinum-iridium nanoparticle recorded using a dose of $6.5 \cdot 10^4$ e$^-$/Å$^2$ [33]. (b) Set of scattering cross sections. The solid black curve shows the estimated Gaussian mixture model, whereas the coloured curves indicate the individual components. (c) ICL criterion, with two axes, indicating library length and estimated value of the scaling parameter $a$. (d) Atom-counts for the platinum-iridium nanoparticle. (e) Scattering cross sections evaluated as a function of the number of atoms per column. Colour online.

the number of atoms per column. Simulated cross sections were calculated from image simulations assuming Pt only. Using the statistics-based method, a significant mismatch between the estimated locations and the simulated scattering cross sections was found [33]. It was shown that the statistics-based method underestimates the model order due to the insufficient electron dose.

Figure 5 summarises the analysis of this relatively low dose image of the Pt/Ir particle using the hybrid method. The set of estimated scattering cross sections is shown in figure 5b. By assessing the ICL criterion as a function of the library length and the scaling parameter, the minimum of interest is chosen at the significant local minimum which occurs at library length 13, as indicated in figure 5c. The estimated scaling parameter at this library length is close to the expected value of 1. The resulting estimated probability distribution of the scattering cross sections is shown in figure 5d by a black curve. The individual components that compose the distribution are displayed in different colours. In figure 5e, each atomic column was assigned the number of atoms corresponding to the highest probability based on the estimated probability distribution. It is clear from figure 5e that a good agreement with the image simulations is now achieved. This intensity/thickness graph evaluates the estimated locations by the statistics-based method, the scaled library values, corresponding to the estimated locations by the hybrid method, and the library values, i.e. the simulated scattering cross-sections, as a function of the number of atoms per column. A mismatch between estimated cross sections and simulated cross sections is no longer found by the hybrid method, since the scaling parameter is estimated almost equal to 1. The hybrid method therefore enables us to overcome the limitations of the statistics-based method. Note that the local minimum in the ICL criterion at library length 16 should also be considered. The corresponding scaling parameter of 0.8 can however not be explained. High dose experiments on the same day confirm that the detector inner angle was accurately determined and visual interpretation of
the image excludes a large sample tilt. Therefore, we have sufficient arguments to accept the local minimum at the scaling value closest to 1.

Thus far, we have shown that the hybrid method enables us to reliably count the number of atoms per column in an experimental image from which reliable atom-counting was previously impossible due to an insufficient electron dose. In order to investigate the possibilities for very low electron doses, a hypothetical low dose image of a small nanoparticle is now treated with the hybrid method. This analysis is summarised in figure 6. The simulated image is obtained by performing a Poisson distributed random draw from the model fitted to the Pt/Ir nanoparticles, corresponding to an electron dose of only $10^3 \, e^-/\AA^2$. The resulting image is shown in figure 6a. The estimated scattering cross sections from this image are displayed in figure 6b. Based on the ICL criterion from figure 6c, the minimum of interest is chosen at a library length of 13, as was also the case for the original image of the Pt/Ir nanoparticle. The corresponding scaling parameter is estimated equal to $a = 0.99$. The estimated probability distribution at this library length is shown in figure 6b. The lowering of the electron dose resulted in a broadening of the components estimated in the Gaussian mixture model from $\sigma/\delta = 0.3960 \pm 0.0049$ to $\sigma/\delta = 0.4243 \pm 0.0056$, resulting unavoidably in a more limited precision. However, the correct library length is still retrieved, despite the low electron dose. Atom-counts are shown in figure 6d. The atom-counts obtained from the analysis of this low dose image of the Pt/Ir nanoparticle differ no more than $\pm 1$ atom as compared to the results obtained from the original, relatively low dose image of the Pt/Ir nanoparticle, as shown by the difference map in figure 6e.

We conclude from the results in the present section that the hybrid method for atom-counting holds promise for quantitative analysis of challenging, beam-sensitive nanoparticles, thanks to its ability to overcome challenges presented by very low electron doses.
6. Discussion and conclusions

In the present paper, an improved method for atom-counting from ADF STEM images of monotype crystalline nanostructures has been presented. This method was shown to exceed the limitations of the atom-counting methods that exist today, by directly combining image simulations and statistical parameter estimation theory. The method exploits prior knowledge obtained from image simulations, without suffering from the unknown accuracy of the experimental parameters used in these image simulations. It was shown that the largest progress is made for low dose images of small nanoparticles, conditions for which the statistics-based method can no longer obtain reliable atom-counts. This result is confirmed by the analysis of a small platinum-iridium nanoparticle imaged using a relatively low electron dose, which could not be analysed reliably using the statistics-based method, and by the successful analysis of a simulated low dose image.

It should be noted that the description of the performance for atom-counting in section 4 in fact assumes that the linear scaling relationship between simulated scattering cross sections and experimental scattering cross sections accurately describes the combined effect of measurement errors in different experimental input parameters of the image simulations. However, not all parameters used to perform the image simulations affect the scattering cross sections in a linear manner. Although it is shown that this linear scaling relationship provides a good first approximation, the performance of the hybrid method may improve by refining this parametric function. The hybrid method has nonetheless been shown to be a promising first step towards reliable atom-counting from low electron dose images of beam-sensitive materials.
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Appendix A. Model-based parameter estimation

An incoherent parametric imaging model to describe the expectation values of the image intensities of an ADF STEM image of crystalline nanomaterials is formulated by a function that is sharply peaked at the positions of the atomic columns, modelled as a superposition of Gaussian peaks. The expectation value of the image intensity at pixel \((k,l)\) in the image is therefore given by:

\[
O(r_{k,l}; \theta) = \zeta + \sum_{n=1}^{N} \eta_n \exp \left( -\frac{(x_k - \beta_{xn})^2 + (y_l - \beta_{yn})^2}{2\rho^2} \right).
\]  
(A.1)

In this expression, \(\zeta\) is a constant background present in the image, \(\rho\) is the width of the two-dimensional Gaussian peaks, \(\eta_n\) is the height of the \(n^{th}\) Gaussian peak, \(\beta_{xn}\) and \(\beta_{yn}\) are the x- and y-coordinate of the \(n^{th}\) atomic column, and \(N\) is the total number of atomic columns in the image. The unknown parameters are summarised in the parameter vector:

\[
\theta = (\beta_{x1}, \ldots, \beta_{xN}, \beta_{y1}, \ldots, \beta_{yN}, \rho, \eta_1, \ldots, \eta_N, \zeta)^T. \quad (A.2)
\]

The intensities belonging to the different atomic columns can be quantified in two ways. Either the maximum value of the Gaussian peak is used, or the volume under the peak, which equals the total intensity of the scattered electrons. The volume under an estimated Gaussian peak expresses the so-called scattering cross section:

\[
\hat{V}_n = 2\pi \hat{\eta}_n \hat{\rho}^2, \quad (A.3)
\]

with \(\hat{\eta}_n\) and \(\hat{\rho}\) the least squares estimates for the parameters \(\eta_n\) and \(\rho\) from equation (A.1). The scattering cross sections have been shown to outperform the peak intensities for atom-counting [38].

Appendix B. Cramér-Rao lower bound

For unbiased estimators, the Cramér-Rao lower bound defines the lower bound on the variance [36] [37]:

\[
\text{cov}(\Psi_G) \geq F^{-1}_{\Psi_G}, \quad (B.1)
\]

with \(\Psi_G\) the vector containing the estimators, and \(F_{\Psi_G}\) the Fisher information matrix, which is defined as follows:

\[
F_{\Psi_G} = -\mathbb{E} \left[ \frac{\partial^2 \ln p(V; \Psi_G)}{\partial \Psi_G \partial \Psi_G^T} \bigg|_{\Psi_G = \hat{\Psi}_G} \right]. \quad (B.2)
\]

where \(\mathbb{E}\) expresses the expectation value. In this expression, \(p(V; \Psi_G)\) represents the joint probability density
function, in this case determined by the Gaussian mixture model $f_{\text{mix}}(V; \Psi_G)$, which describes the probability distribution of the set of scattering cross sections $V$, and is determined by the unknown parameters expressed by the parameter vector $\Psi_G$. The vector $\Psi_0$ contains the actual values of the parameters to be estimated. In practice, the following integral is numerically integrated:

$$F_{\Psi_G} = -N \int_{-\infty}^{\infty} \frac{\partial^2}{\partial \Psi_G \partial \Psi_G^T} \ln f_{\text{mix}}(V; \Psi_G) \bigg|_{\Psi_G = \Psi_0} f_{\text{mix}}(V; \Psi_G) \, dV,$$

(B.3)

with $N$ the total number of columns in the image.
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