I. INTRODUCTION

Focal series wave reconstruction in the Transmission Electron Microscope (TEM) is a well-established holographic technique for mapping electric, magnetic and strain fields (Dietrich et al. 2014, Koch et al. 2010, Song et al. 2013) in solids with nanometer resolution and for studying atomic configurations at crystal defects or grain boundaries (Allen et al. 2004, Koch 2014, Thust et al. 1996). More recently, also the structure of phase vortices at caustics has been explored using the technique (Petersen et al. 2013). The schematic optical setup, depicted in Figure 1, is an extension of Gabor’s original in-line holography (Gabor 1948), which used only one out-of-focus image for the reconstruction of the wave function. Focal series reconstruction does not require an undisturbed reference wave and a biprism like off-axis holography, hence may be carried out at practically every TEM. Furthermore, it may be conducted under relaxed partial coherence provided that the latter is well-behaved and well-known in advance (Koch 2008). Moreover, focal series holography possesses an intriguing connection to quantum state tomography (Lubk and Röder 2015), a technique that is successfully employed to study mixed (i.e., incoherent) quantum states of matter (e.g., atoms) and light (Breitenbach et al. 1997, Schleich 2001, Smithey et al. 1993).

These advantages are opposed by ambiguities in the reconstructed wave function (Fienup and Wackerman 1986, Luke et al. 2002), e.g., due to inconsistent and incomplete focal series data. Under experimental conditions...
every focal series is inconsistent due to the presence of partial coherence (e.g., from the electron gun, inelastic interaction and thermal diffuse scattering (Rother et al. 2009)) or shot and detector noise (Niermann et al. 2012) as well as geometric and chromatic aberrations depending on the defocus. Similarly, every focal series is incomplete because of a limited number and range of defocus values, typically limited to the near field regime, and the restriction to isotropic foci, whereas astigmatic foci are required for an unambiguous reconstruction of a wave function (Lubk and Röder 2015). For instance, the problematic reconstruction of low spatial frequencies (Niermann and Lehmann 2016, Oplus and Ewalds 2012, Thust et al. 1996) can be traced back to missing focal series data in the far field.

The design of reconstruction algorithms behaving well in the presence of inconsistent and incomplete data including their characterization in terms of reconstruction errors is highly non-trivial and subject to large and ongoing efforts. Moreover, the accurate calibration of crucial experimental parameters such as the precise defocus values or aberrations and distortions in the series remain challenging. Thus, in spite of the relative experimental convenience of this technique, the majority of quantitative electric, magnetic and strain field studies are conducted by means of off-axis electron holography (see (Dunin-Borkowski et al. 2004, Kasama et al. 2011, Licht et al. 2013, McCartney et al. 2010, Pozzi et al. 2014, Tonomura 1987, Völk et al. 1999) and references therein), which has a less problematic linear and unique reconstruction procedure including well-defined error estimates (Lenz 1988, Röder et al. 2014).

In the following, we elaborate on analyzing focal series reconstruction from the perspective of quantum state tomography and use the obtained results to increase the scope of the technique in terms of convergence and uniqueness in particular for low spatial frequencies. Moreover, we are able to explain a number of previous results by exploiting the phase space analogy, and open pathways to further improvements.

The history of focal series reconstructions goes back to the first half of the 20th century, when Pauli raised the question, whether the amplitude of a complex (wave) function and of its Fourier transform completely define the underlying function (Pauli 1933). This phase retrieval problem can be considered as one particular instance of a reconstruction from a focal series consisting only of one in-focus and one far-field image. In the wake of finding whole classes of functions (up to constant phase factors) sharing the same amplitude both in position space and Fourier space (Jaming 2014, Luke et al. 2002), the prospects of such reconstructions have been considered rather pessimistic. For instance, if the Fourier transforms are symmetric \( \mathcal{F}\{\Psi\}(k) = \mathcal{F}\{\Psi\}(-k) \), the corresponding amplitudes are invariant under complex conjugation, i.e.,

\[
|\Psi(x)| = |\Psi^*(x)| \\
|\mathcal{F}\{\Psi\}(k)| = |\mathcal{F}\{\Psi^*\}(k)|
\]

by the search for aberration corrected electron optics in the TEM (Gabor 1948).

Fienup established the connection between the Gerchberg-Saxton algorithm (Gerchberg and Saxton 1972) and line-search methods. Indeed, the Gerchberg-Saxton algorithm is closely related to the discipline of convex optimization (Bauschke et al. 2002, Levi and Stark 1984), where similar algorithms, referred to as projection on convex sets or alternating projections, are employed. Within the convex setting, these algorithms are well-behaved and well-understood in their convergence behaviour. However, the Gerchberg-Saxton algorithm operates on non-convex sets, as will be discussed below. Thus, there remain a number of properties, which remain not well understood till today, in spite of the large progress made in the field of focal series reconstructions. For instance, the theoretical results do not apply to the problem of phase retrieval from focal series (Combettes 1996, Luke et al. 2002, Seldin and Fienup 1990), resulting in stalling iterations or reconstruction artifacts. Therefore, a large number of studies has been concerned with the investigation of constraints on the reconstructed function space narrowing the number of potential solutions (e.g., pertaining to a different starting guess in the Gerchberg-Saxton algorithm), such as limited supports in position or Fourier space (Hayes et al. 1980, Marchesini et al. 2015) or the analyticity of the wave function (Huiser et al. 1976, Huiser and Ferwerda 1976, Huiser et al. 1977). Important aspects of these studies are whether the studied constraints are applicable to the experimental situation (e.g., taking into account inconsistent (noisy) data) and how these constraints can be implemented in actual reconstruction algorithms.

A particularly useful perspective is provided by lifting the phase retrieval problem into quantum mechanical phase space, where it corresponds to a matrix completion problem in the discrete setting (Candès et al. 2013), because the sets possessing the same image intensity are convex in phase space. Moreover, it is well understood that a focal series corresponds to a tilt series in quantum mechanical phase space (Lubk and Röder 2015, Raymer et al. 1994). Thus, the focal series reconstruction translates to a tomographic reconstruction of the underlying phase space distribution. In the following we explore this analogy and its manifold consequences for the Gerchberg-Saxton type reconstruction algorithms. Most importantly, we will show that the focal range needs to extend over both near and far field to facilitate a unique reconstruction. We implement such a long-range focal series reconstruction using a variant of the Landweber iteration, well-known from (quantum state) tomography (Natterer and Wübbeling 2001). The significance of the large focal range for a unique reconstruction is also proven by showing that the Gerchberg-Saxton algorithm is closely related to the numerical integration of the quantum Hamilton-Jacobi equation. Moreover, we discuss several boundary conditions narrowing the under-determined focal series reconstruction from a limited number of isotropic defocused images, such as topology or regularity constraints.

This article is organized as follows. We begin with a brief discussion of imaging with a thin lens, both wave optically as well as in the phase space setting, thereby providing the basis for the subsequent focal series reconstructions. We proceed with discussing some crucial experimental aspects pertaining to the recording of a long range focal series. Subsequently, we elaborate on the Gerchberg-Saxton reconstruction algorithm. Finally, we perform a case study using a higher-order electron vortex beam, not in the least because this topic has garnered much interest and development in the recent years. Such beams possess a non-trivial topology by design, and are therefore nicely suited to discuss the crucial impact of (implicit) topology constraints. The phase retrieval of such waves has proved elusive because of missing undisturbed plane references for off-axis holography or non-trivial boundary conditions in direct reconstruction techniques such as the Transport of Intensity (TIE) phase retrieval (Lubk et al. 2013b, Teague 1983).

II. THIN LENS IMAGING

We begin with introducing one particular representation of quantum mechanical phase space - the Wigner function, which is computed from a wave function $\Psi$ (a state vector) according to the following definition (e.g. Schleich 2001)

$$
W(r,k) := \frac{1}{2\pi} \int_{-\infty}^{\infty} \Psi^*(r - \frac{1}{2}r') \Psi(r + \frac{1}{2}r') e^{-ikr'} \, dr' 
$$

(2)

$$
= \frac{1}{2\pi} \int_{-\infty}^{\infty} \Psi^*(k - \frac{1}{2}k') \Psi(k + \frac{1}{2}k') e^{ikr'} \, dk' ,
$$

where the normalization factor $1/(2\pi)$ ensures

$$
\int_{-\infty}^{\infty} \, dr \int_{-\infty}^{\infty} \, dk W(r,k) = 1 .
$$

(3)

It is important to note that the above definition is just a special case of the more general

$$
W(r,k) := \frac{1}{2\pi} \int_{-\infty}^{\infty} \rho(r + \frac{1}{2}r',r - \frac{1}{2}r') e^{-ikr'} ,
$$

(4)

where any mixed quantum state (i.e., incoherent superposition of pure state wave functions) represented by some density matrix

$$
\rho(r + \frac{1}{2}r',r - \frac{1}{2}r') = \sum_n \Psi_n^*(r - \frac{1}{2}r') \Psi_n(r + \frac{1}{2}r')
$$

(5)

is allowed. The parameter space $(r,k)$ of the Wigner function defines a quantum mechanical phase space, with
coordinate \( k \) being the momentum coordinate. The two-dimensional version required for electron optics follows in a straightforward manner by replacing the phase space coordinates \( r \) and \( k \) with 2D vectors \( \mathbf{r} \) and \( \mathbf{k} \).

The definition \( (2) \) implies that the Wigner function is strictly real. Projecting the Wigner function along \( k \) coordinate is merely a sheared version of its initial state \( W_0 \), which is exactly the behaviour of a classical phase space ensemble of particles with position \( \mathbf{r} \) and momentum \( \mathbf{k} \). In other words, the quantum nature of the system is solely encoded in the underlying Wigner quasi-probability distribution.

It is now crucial that one may transform this shear into a rotation by suitably shearing (along \( k \)) and rescaling the propagated Wigner function. Note that these transformations do not affect the projections along \( k \), i.e., the recorded intensities. Indeed, a focal series is nothing else than a scaled series of intensities of freely propagated waves (see below), and we may conclude that a focal series reconstruction corresponds to a tomographic reconstruction of the Wigner function, referred to as quantum state tomography (Raymer et al. 1994) (Figure 3). Because the Wigner function describes both pure quantum states (i.e., wave function) and mixed quantum states, this is not just a mere reformulation of focal series phase retrieval of wave functions in phase space. Indeed, quantum state tomography may be employed to reconstruct quantum states of any coherence and the restriction to wave functions (pure states) is given by constraining the phase space volume of the quantum state according to

\[
4\pi^2 \int_{-\infty}^{\infty} d^2r d^2k W^2 (\mathbf{r}, \mathbf{k}) = 1 .
\]

The latter projection along \( r \) could be alternatively understood as a rotation of phase space around 90° with a subsequent projection along the vertical axis (Figure 2). The generalization of this concept to arbitrary tilt angles leads to the notion of fractional Fourier transforms (e.g., (Almeida 1994, Ozaktas and Mendlovic 1995)), which is closely related to the free space propagation in the paraxial regime (Fresnel propagation) discussed subsequently.

In the following, we only require the behaviour of the Wigner function under free space propagation. Within the paraxial regime it may be obtained by applying the Fresnel propagator to the wave function (propagation length \( z \), wave number \( k_0 \)) and inserting the propagated wave function in the above definition

\[
W_{\delta z}(\mathbf{r}, \mathbf{k}) = \frac{1}{4\pi^2} \int_{-\infty}^{\infty} d^2k' e^{i\frac{i}{2\pi\delta z}(\mathbf{k} - \frac{i}{2} \mathbf{k})^2} \Psi^*(\mathbf{k} - \frac{1}{2} \mathbf{k}') \Psi(\mathbf{k} + \frac{1}{2} \mathbf{k}') e^{-i\frac{i}{2\pi\delta z}(\mathbf{k} + \frac{i}{2} \mathbf{k})^2} e^{i\mathbf{k} \cdot \mathbf{r}}
\]

This result, also holding for mixed states, exhibits a remarkable simplicity. The paraxially propagated Wigner function is merely a sheared version of its initial state \( W_0 \), which is exactly the behaviour of a classical phase space ensemble of particles with position \( \mathbf{r} \) and momentum \( \mathbf{k} \). In other words, the quantum nature of the system is solely encoded in the underlying Wigner quasi-probability distribution.

The definition \( (2) \) implies that the Wigner function is strictly real. Projecting the Wigner function along \( k \) coordinate is merely a sheared version of its initial state \( W_0 \), which is exactly the behaviour of a classical phase space ensemble of particles with position \( r \) and momentum \( k \). In other words, the quantum nature of the system is solely encoded in the underlying Wigner quasi-probability distribution.

It is now crucial that one may transform this shear into a rotation by suitably shearing (along \( k \)) and rescaling the propagated Wigner function. Note that these transformations do not affect the projections along \( k \), i.e., the recorded intensities. Indeed, a focal series is nothing else than a scaled series of intensities of freely propagated waves (see below), and we may conclude that a focal series reconstruction corresponds to a tomographic reconstruction of the Wigner function, referred to as quantum state tomography (Raymer et al. 1994) (Figure 3). Because the Wigner function describes both pure quantum states (i.e., wave function) and mixed quantum states, this is not just a mere reformulation of focal series phase retrieval of wave functions in phase space. Indeed, quantum state tomography may be employed to reconstruct quantum states of any coherence and the restriction to wave functions (pure states) is given by constraining the phase space volume of the quantum state according to
in general, the projection geometry is more complicated than the simple single-tilt-axis geometry (where the set of projections is referred to as Radon transform) typically considered in tomography (including two-dimensional phase space tomography). In particular, each individual defocused image is obtained by projecting along a 2D plane in phase space, tilted by the defocus. Such a projection transformation represents a generalization of the 2D Radon transformation, referred to as K-plane transform $K^2$ (e.g., (Keinert 1989)), if the projections are performed over all 2D planes in 4D phase space. To realize arbitrary shears in 4D phase space electron optically, line defoci (where one direction remains in focus) with varying orientation have to be realized.

We will now discuss the scaling of the focal series, i.e., the relation between free space propagation and the experimental images in the series, for imaging with a thin lens. The thick lens case, required further below, is treated in Appendix A. Following Abbe, the object, back focal plane and image plane of a single lens are connected in an ideal (aberration-free) system wave optically by means of a Fourier and an inverse Fourier transformation, respectively. This result may be derived by propagating a wave given at some object distance $z_{obj}$ through a thin lens with focal length $f$ (see Figure 4)

\begin{align}
\Psi (r, z) &= \frac{1}{8\pi^2} \int_{-\infty}^{\infty} d^2 r' d^2 k' e^{ik' \cdot r'} \Psi(k', 0) e^{-i \frac{ik_0}{2\pi} k' \cdot k} e^{i\phi(k'-k)} e^{-i \frac{k_0}{2\pi} k' \cdot r} e^{-i \frac{\rho}{2\pi} r} \\
&= \frac{f}{4\pi^2 k_0} \int_{-\infty}^{\infty} d^2 k d^2 k' \Psi(k', 0) e^{-i \frac{ik_0}{2\pi} k' \cdot k} e^{i f \frac{k_0}{2\pi} (k' - k) \cdot z} e^{-i \frac{\rho}{2\pi} r} e^{-i \frac{k_0}{2\pi} k' \cdot r} \\
&= \frac{f}{2\pi (f - z)} e^{-i \frac{\rho}{2\pi} (\frac{r}{f})^2} \int_{-\infty}^{\infty} d^2 k' e^{i \frac{f}{z} k' \cdot r} \\
&= \frac{i}{M\alpha z} e^{-i \frac{\rho}{2\pi} (\frac{r}{f})^2} f^{-1} \left\{ \Psi(r, 0) e^{-i \frac{\rho}{2\pi} r^2} \right\} \left( \frac{f}{M\alpha z} \right).
\end{align}

In the second transformation we defined an effective defocus $\delta z$, i.e., the corresponding propagation length in free space, and a magnification $M$, describing the rescaling with respect to a freely propagated wave. Inserting the wave function propagating through a thin lens into the definition of the Wigner function (2) and taking into account (8), we obtain a succession of shears along the position and the momentum coordinate in phase space as depicted in Figure 4. Again, this shear series may be transformed into a tilt series by suitably rescaling phase space.

It follows that the diffraction pattern $\rho = |\tilde{\Psi}|^2$ occurs in the back focal plane ($\rho = f$) because (starting from

---

**Figure 3. Inline holography as quantum state reconstruction.** The shear series of the defocused Wigner function is shown in the first row. The corresponding tilt series obtained by suitably scaling the phase space is depicted in the second row.

(at over- and underfocus) may be identified by inverting the spatial coordinates.

As we are dealing with a four-dimensional phase space

\[
\Psi(r, z) = \frac{1}{8\pi^2} \int_{-\infty}^{\infty} d^2 r' d^2 k' e^{i \frac{k_0}{2\pi} k' \cdot r'} \Psi(k', 0) e^{-i \frac{k_0}{2\pi} k' \cdot k} e^{i \phi(k'-k)} e^{-i \frac{k_0}{2\pi} k' \cdot r} e^{-i \frac{\rho}{2\pi} r} \\
= \frac{f}{4\pi^2 k_0} \int_{-\infty}^{\infty} d^2 k d^2 k' \Psi(k', 0) e^{-i \frac{k_0}{2\pi} k' \cdot k} e^{i f \frac{k_0}{2\pi} (k' - k) \cdot z} e^{-i \frac{\rho}{2\pi} r} e^{-i \frac{k_0}{2\pi} k' \cdot r} \\
= \frac{f}{2\pi (f - z)} e^{-i \frac{\rho}{2\pi} (\frac{r}{f})^2} \int_{-\infty}^{\infty} d^2 k' e^{i \frac{f}{z} k' \cdot r} \\
= \frac{i}{M\alpha z} e^{-i \frac{\rho}{2\pi} (\frac{r}{f})^2} f^{-1} \left\{ \Psi(r, 0) e^{-i \frac{\rho}{2\pi} r^2} \right\} \left( \frac{f}{M\alpha z} \right).
\]
fixed in a typical TEM. Thus, using a single lens, focal series are usually recorded by varying the lens excitation, hence $f$. It is important to note that by varying the focal length $f$ not only in the effective defocus $\delta z$ but also in the magnification $M$ changes. This rescaling has to be taken into account, when reconstructing the wave function from an experimental focal series. An accurate calibration of the focal series in terms of defocus and magnification are absolutely crucial therefore. This is a serious challenge and we present a dedicated calibration procedure adapted to the above focal series recorded with the diffraction lens later on.

### III. EXPERIMENTAL IMPLEMENTATION

As of today, the recording of a focal series ranging from the far field at underfocus via the focal plane to the far field at overfocus that is free from additional modifications such as magnification changes, rotations, distortions or incoherent aberrations represents a serious challenge. Several authors noted the importance of taking into account these imaging errors in the focal series reconstruction (Koch 2014, Meyer et al. 2004, 2002).

To mitigate some of the noted obstacles, we focus on medium resolution focal series in the following. This allows us to use a low magnification mode, where the focal series is facilitated by changing the excitation of the diffraction lens (Figure 5). In a first step we will treat the diffraction lens as a weak (thin) magnetic lens, which greatly simplifies the optics and the derivation of the pertinent equations linking the change of the lens excitation at the microscope with an actual defocus. Based on that, we discuss the crucial calibration of the focal series eventually also considering thick lenses. We illustrate the various steps at the example of a Philips CM200 TEM operated at 200 kV.

#### A. Weak Magnetic Lens Approximation

In order to calibrate the focal length as well as the object and image plane coordinates, we shall start with the weak lens approximation before discussing a more realistic optical model. For a thin lens the focal lengths and focal planes coincide and the principal planes fall...
into the symmetry plane of the lens. The focal length of a thin round magnetic lens is given by the integral of the squared magnetic induction along the optical axis (Hawkes 2013)

\[ \frac{1}{f} = \frac{e}{8m_e U^2} \int_{-\infty}^{\infty} B_z^2(z) \, dz \] (12)

with the relativistically corrected acceleration voltage given by

\[ U^* = U \left( 1 + \frac{eU}{m_e c^2} \right). \] (13)

Similarly, the image rotation \( \varphi \) is given by the integral of the induction

\[ \varphi = \frac{e}{2m_e v} \int_{-\infty}^{\infty} B_z \, dz \] (14)

with the electron velocity denoted by \( v \).

To evaluate the above integrals, we need to know the magnetic induction inside of the diffraction lens. In the absence of accurate magnetic field configurations from the manufacturer, we employ the GRAY model (\( \alpha = 2.636 \)) for the magnetic induction in the pole piece (diameter \( D \), gap \( S \))

\[ B_z(z) = \frac{\mu_0 I}{2S} \left( \tanh \left( \frac{\alpha S}{2D} \left( 1 + 2\frac{z}{S} \right) \right) \right. \]

\[ + \left. \tanh \left( \frac{\alpha S}{2D} \left( 1 - 2\frac{z}{S} \right) \right) \right), \] (15)

which provides a rather accurate approximation for weakly excited round magnetic lenses (Hawkes 2013). In the GRAY model the inverse focal length is proportional to the squared lens excitation (lens current \( I \) in Ampere-turns) with the proportionality constant \( C_f \)

\[ \frac{1}{f} = \frac{e\mu_0^2}{8m_e U^2S} \left( 1 + \frac{\tanh^2 \left( \frac{\alpha S}{2D} \right)}{2 \tanh \left( \frac{\alpha S}{2D} \right)} \right) - \frac{D}{\alpha S} I^2 = C_f I^2. \] (16)

Thus, we only have to determine \( C_f \) in our calibration procedure in order to know the focal length \( f \) as a function of the lens excitation. The image rotation on the other hand is linearly proportional to \( I \) according to

\[ \varphi = \frac{e\mu_0 I}{2m_e v}. \] (17)

We use this dependency to calibrate the excitation strength displayed by the TEM control interface in terms of Ampere-turns by measuring the image rotation at different excitation strengths and solving Eq. (17) for \( I \). Figure 6 exhibits the linear increase of the image rotation with the lens current in the diffraction lens at our Philips CM2000 TEM operated at 200 kV. Accordingly, at 100% excitation strength the current amounts to 4904 Ampere-turns.

Figure 6. Image rotation as a function of the diffraction lens excitation. Note the linear increase in agreement with Eq. (17).

B. Calibration of Focal Series

The principal part of the calibration procedure consists of three measurements. First, we record two in-focus images of a Selected Area (SA) aperture (radius 50 \( \mu \)m) and a copper grid in the object plane (objective lens switched off) of known size and determine their respective magnifications \( M_{1,2} \). These magnifications are composed of the post-magnification of the projector lenses and the actual magnification of the Dif lens according to

\[ M_{1,2} = M_{\text{proj}} M_{\text{dif}}^{(1,2)} \]

\[ = M_{\text{proj}} \frac{f_{1,2} - z_{\text{img}}}{f_{1,2}} \]

\[ = M_{\text{proj}} \left( 1 - C_f I_{1,2}^2 z_{\text{img}} \right), \] (18)

which can be solved for

\[ C_f z_{\text{img}} = \frac{M_1 - M_2}{M_1 f_{1,2}^2 - M_2 f_{1,2}^2}, \] (19)

and the post-magnification of the projector lenses

\[ M_{\text{proj}} = \frac{M_{1,2}}{1 - C_f I_{1,2}^2 z_{\text{img}}}. \] (20)

To calibrate the remaining unknown optical parameters, namely \( C_f \), \( z_{\text{img}} \) and \( z_{\text{obj}} \), we record a reference focal series of a small grating (lattice constant \( d = 100 \) nm, objective lens switched off) because the corresponding large far field permits the following approximation for a large range of lens excitations

\[ \Psi (r, z) = \frac{1}{2\pi M} e^{-i \frac{k_0}{M} z} \frac{1}{r^2} \]

\[ \times \int d^2k' e^{i \frac{k_0}{M} k' z} \tilde{\Psi} (k', z_{\text{obj}}) e^{iM^{-1} r k'} \]

\[ \tilde{\Psi} (k_0, \frac{1}{M} z, z_{\text{obj}}). \]
In the last line we used the stationary phase approximation (SPA) assuming an effective defocus large enough to be in the far field of the grating. Consequently, tracking the difference \( s = r_n - r_{n-1} \) between adjacent diffraction orders \( (q = 2\pi n/d) \)

\[
s = M_{\text{proj}} \frac{\lambda}{d} \left( z_{\text{obj}} z_{\text{img}} - f \left( z_{\text{img}} + z_{\text{obj}} \right) \right) \tag{22}
\]

\[
= M_{\text{proj}} \frac{\lambda}{d} \left( z_{\text{obj}} z_{\text{img}} C_f I^2 - z_{\text{img}} - z_{\text{obj}} \right)
\]

\[
= M_{\text{proj}} \frac{\lambda}{d} \left( z_{\text{obj}} \frac{M_1 - M_2}{M_1 I^2 - M_2 I^2} I^2 - z_{\text{img}} - z_{\text{obj}} \right)
\]

permits the fitting of the unknown parameters \( z_{\text{obj}} \) and \( z_{\text{img}} \). Figure 7 shows the dependency of the distance \( s \) to the lens excitation \( I \). Accordingly, we obtain a good agreement with the predicted quadratic behaviour for weak lens excitation only. Combining (22), (19) and (20) we can compute \( C_f \) and finally the effective defocus

\[
\delta z (I) = \frac{z_{\text{obj}} z_{\text{img}} - f (I) (z_{\text{obj}} + z_{\text{img}})}{f (I) - z_{\text{img}}} \tag{23}
\]

and magnification

\[
M (I) = \frac{f (I) - z_{\text{img}}}{f (I)} \tag{24}
\]

within a long-range focal series recorded by varying the excitation of the diffraction lens.

Figure 7 exhibits that the propagation of the wave \textit{within} the magnetic field of the lens, i.e., thick lens effects, cannot be neglected anymore for higher excitations. In Appendix A we thus consider the propagation through a thick lens modeled as a sum of two refracting surfaces at a distance

\[
D (I) = C_D I \tag{25}
\]

depending linearly on the lens current, and derive the corresponding quantities measured in the above calibration experiments (see Tab. I). Such a thick lens model yields very good agreement for the distance between the diffraction orders as a function of the lens excitation (see Figure 7). The calibrated optical parameters of our Philips CM200 TEM are in the expected range although estimations of the distance between diffraction lens and object plane suggest an error in the range of 20\%. The latter translates to a deviation between the predicted and the experimentally observed position of the in-focus plane in the actual focal series, which has to be taken into account when discussing the reconstruction results.

We conclude that the characterization of the optical system and hence the parameters of the focal series obtained from the above procedure necessarily represent an approximation because of several assumptions, which might be violated to some extent in reality. For instance, the quadratic dependency of the reciprocal focus and the linear dependency of the thickness of the lens from the lens current (16,25) are expected to break down at higher excitations. Similarly, very weak excitations may be affected by hysteresis effects, disturbing the proportionality between \( I^2 \) and \( f^{-1} \) as the lens is operated outside of its typical regime. More precise models, however, would require ray tracing simulations within realistic magnetic fields based on the exact geometry of the lenses.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|}
\hline
parameter & value \\
\hline
\( z_0 \) & 18.3 cm \\
\( z_{SA} \) & 3.6 cm \\
\( z_{\text{img}} \) & 47.3 cm \\
\( C_D \) & 7.9 \( \mu \text{m} / \text{A} \) \\
\( C_f \) & 2.8 \( (\text{m.A})^{-2} / \text{m} \) \\
\( M_{\text{proj}} \) & 88 \\
\hline
\end{tabular}
\caption{Table of optical parameters of the diffraction lens in a Philips CM200 TEM operated in a low magnification mode.}
\end{table}

Figure 8. Focal length calibrated from the calibration experiments using the thick lens model for the fitting of the optical parameters.
C. Numerical Propagation Algorithms

When performing a focal series reconstruction from data covering both the near and the far field the two regimes must be treated separately numerically to avoid a spread of the image beyond the simulated domain, while maintaining both a sufficient accuracy and speed in the numerical Fresnel propagation. In the near field regime, the numerical Fresnel propagation is performed in Fourier space exploiting both the small slope of the quadratic Fresnel phase (i.e., slow spreading) and the speed of the Fast Fourier transform:

$$\Psi(r, z) = F^{-1} \left\{ e^{i \frac{2\pi}{\lambda} \rho^2} F \{ \Psi(r, 0) \} \right\}. \quad (26)$$

When entering the far field regime (characterized by the Fresnel number $F = a^2 / (\lambda z) \ll 1$ with $a$ the extent of the wave function), the reconstruction algorithm directly evaluates the convolution with the position space Fresnel propagator according to (García et al. 1996)

$$\Psi(r, z) = \frac{1}{i \lambda z} e^{i \frac{k_0}{2} r^2} \int_{-\infty}^{\infty} \Psi(r', 0) e^{i \frac{k_0}{2} r'^2} e^{-i \frac{k_0}{2} r r'} d^2 r'. \quad (27)$$

$$= \frac{2 \pi}{i \lambda z} e^{i \frac{k_0}{2} r^2} F \left\{ \Psi(r, 0) e^{i \frac{k_0}{2} r^2} \right\} \left( \frac{k_0}{z} r \right).$$

By separating the different $r$ and $r'$ dependencies we can use Fast Fourier transformations for efficiently computing the above convolution. Note, however, that the latter implicitly rescales the defocused wave function by $k_0/z$, counteracting the spread upon free propagation. As the rescaling is generally different from the spread of the wave function, the sampling has to be chosen carefully to ensure an adequate scaling. In order to facilitate a matching scale between experimentally recorded images and simulated ones, both the near field and the far field wave functions computed by means of (26) and (27) need to be rescaled with $M$ to fit to the experimental intensity recorded in the corresponding plane.

IV. LONG RANGE FOCAL SERIES RECONSTRUCTION

In the following, we consider the focal series wave reconstruction as a quantum state tomography restricted to pure states (i.e., wave functions). Note, however, that a certain violation of the pure state assumption, e.g., due to inelastic scattering at the sample, the partial coherence of the electron emitter, or the point spread of the detector (Niermann et al. 2012), can never be completely avoided, and must therefore be taken into account therefore (Martin et al. 2006).

In a hardware-corrected TEM or at medium (nanometer) resolution the defocus remains as the main source of aberrations. Thereby, we assume that the effects of temporal incoherence may be sufficiently suppressed due to chromatic aberration correction and energy filtering. In order to compute the impact of a finite source size on the Wigner function in the presence of defocus only, it suffices to incoherently sum the underlying coherent Wigner function over the transverse momentum distribution of the source $\rho_S(k)$ (effective source size) to obtain the corresponding mixed quantum state

$$W(r, k) = \int_{-\infty}^{\infty} W^{(coh)}(r, k - k') \rho_S(k') \, dk', \quad (28)$$

which is defocused in a second step

$$W(r, k, z) = W(r - \frac{z}{k_0} k, k, 0)$$

$$= \int_{-\infty}^{\infty} W^{(coh)}(r - \frac{z}{k_0} k - k', 0) \rho_S(k') \, dk'. \quad (29)$$

This convolution commutes with the projection of the Wigner function along the momentum coordinate (i.e., the measurement) according to

$$\rho(r, z) = \int_{-\infty}^{\infty} W(r, k, z) \, dk$$

$$= \int_{-\infty}^{\infty} W^{(coh)}(r - \frac{z}{k_0} k - k', 0) \rho_S(k') \, dk \, dk'$$

$$= \int_{-\infty}^{\infty} \rho^{(coh)}(r - \frac{z}{k_0} k', 0) \rho_S(k') \, dk'$$

hence can be inverted (deconvoluted) to a certain extent directly in the recorded image within the limits determined by noise (Koch 2008, Lubk and Röder 2015). From
a phase space perspective, such a deconvolution corresponds to a purification of the quantum state, as the partial trace over a subspace of the total configuration space (i.e., the incoherent emitter surface) is reverted.

Because of its particular link to fundamental laws of quantum mechanics and its preeminent practical significance, we focus in the following on the archetypical reconstruction algorithm in the field, the Gerchberg-Saxton algorithm. The latter consists of propagating a trial wave function into the various experimental focal planes, where its modulus is iteratively updated to the experimental value. In the limit of an infinitesimally small focal step size, we may derive the following analytical description of this iterative procedure. We start by writing down the paraxial Klein-Gordon equation in field-free space

$$i\partial_z \Psi(r, z) = -\frac{1}{2k_0} \Delta \Psi(r, z),$$

which adequately describes the propagation of an electron beam of wave vector $k_0$ along the optical axis $z$ in the TEM. The structure of this equation corresponds to a two-dimensional time-dependent Schrödinger equation with $z$ taking the place of the time coordinate. In full analogy to the time-dependent Schrödinger equation one can rewrite (31) as a coupled system of two differential equations for the wave’s probability density $\rho = \Psi \Psi^* = A^2$ and the phase $\varphi$

\[
\begin{align*}
\frac{\partial \rho(r, z)}{\partial z} &= -\frac{1}{k_0} \nabla (\rho(r, z) \nabla \varphi(r, z)) \\
\frac{\partial \varphi(r, z)}{\partial z} &= -\frac{1}{2k_0} (\nabla \varphi(r, z))^2 + \frac{1}{2k_0} \frac{\Delta A(r, z)}{A(r, z)}.
\end{align*}
\]

The first line equates the change of the probability density (or intensity) along $z$ with the lateral divergence of the probability current $\mathbf{j}$. Consequently, it represents the continuity equation for the paraxial regime. In the context of the corresponding holographic technique (Lubk et al. 2013b, Teague 1983), Eq. (32) is also referred to as Transport of Intensity Equation (TIE). The second equation is the quantum version of the paraxial Hamilton-Jacobi equation (QHJE) differing from the classical one by the so-called quantum potential.

If we now start the Gerchberg-Saxton iteration with a deliberately chosen guess for the phase $\Psi_0(z=0) = \sqrt{\rho(r, 0)} \exp(i\varphi_0(r, 0))$ at the initial plane $z = 0$, the propagation over an infinitesimal small defocus step $\delta z$ at some point $z = n\delta z$ along the optical axis reads

\[
\Psi_n(r, z + \delta z) = \left(1 + \frac{i\delta z}{2k_0} \Delta A(r, z) - j\frac{\Delta A(r, z)}{A(r, z)} + i j (\nabla \varphi_n(r, z))^2 \right) A(r, z)e^{i\varphi_n(r, z)}.
\]

In the last line, we used the smallness of the focal step $\delta z$ to write the expression appearing in the bracket of the second line as an exponential. Note that this transformation is only possible if the amplitude $A \neq 0$. This reflects the fact that a large relative change of the wave function may occur upon small propagation steps at points, where the amplitude is zero. The Gerchberg-Saxton algorithm proceeds by replacing the amplitude in the plane $z + \delta z$ with the experimental amplitude $\rho(r, z + \delta z)$ in that plane

\[
\Psi_{n+1}(r, z + \delta z) = e^{-j\frac{\delta z}{2k_0}(\frac{\Delta A(r, z)}{A(r, z)} - (\nabla \varphi_n(r, z))^2)} \times A(r, z + \delta z)e^{i\varphi_n(r, z)}.
\]
Consequently, the iterated phase reads

\[
\varphi_{n+1}(r, z + \delta z) = \varphi_n(r, z) - \frac{\delta z}{2k_0} \left( \frac{\Delta A(r, z)}{A(r, z)} - (\nabla \varphi_n(r, z))^2 \right) + \varphi_n(r, z) + \frac{\partial \varphi_n(r, z)}{\partial z} \delta z,
\]

where we inserted (33) in the last line.

The last equation reveals that the ordered Gerchberg-Saxton iteration with small step size corresponds to the (numerical) integration of the quantum Hamilton-Jacobi equation starting from some deliberately chosen initial wave function. Thus, the Gerchberg-Saxton algorithm may be considered as conjugate to the phase retrieval based on solving the Transport of Intensity Equation as the coupled system of TIE and QHJE is equivalent to the paraxial Klein-Gordon equation (31). Noting that any starting guess \( \varphi_0 \) yields a solution to the above integration, reconstructing the correct wave function under the observed intensities in the various focal planes corresponds to single out the correct starting guess. The latter may be accomplished by starting the integration at the far field at underfocus and integrating until reaching the far field at overfocus, because only the correct solution(s) may be identified in the far field at overfocus with the corresponding starting guess at underfocus after inversion of spatial coordinates. In other words, the far field data is necessary to identify the self-consistent solution(s) (and the pertaining periodic Bohm trajectories forming the characteristics of the quantum Hamilton-Jacobi equation).

Relating the Gerchberg-Saxton algorithm with the numerical integration of the (quantum) Hamilton-Jacobi equation allows us to use the comprehensive Hamilton-Jacobi theory for characterizing the algorithm. Within the scope of this work, however, we are content with finding an alternative justification for the long focal range and leave questions, such as how many self-consistent solutions, i.e., how many wave function possess the same intensities in a long-range isotropic focal series to future work. Nevertheless, we will encounter an example below, where at least two different wave functions (i.e., not differing by a mere phase offset only) may not be distinguished from their intensities in isotropic focal planes.

In practice, the focal step employed in a focal series is too large to allow for a linear approximation of the propagation as in (34). Therefore, the full (Fresnel) propagator has to be employed to propagate the wave function from focal plane to focal plane. Under these circumstances, the direct interpretation of the algorithm as numerical integrator of the quantum Hamilton-Jacobi equation is invalid to a certain extent and one may not prove in a rigorous way anymore that the true solution can be obtained by exploring the space of starting conditions. In fact, the larger defocus steps cause the Gerchberg-Saxton iteration to deviate from the QHJ solution pertaining to one particular starting wave by meandering in a complicated way through QHJE solutions corresponding to different starting waves while iterating. To get more insight into this convergence behaviour we first note the following bound for the distance between iterated wave functions

\[
\|\Psi_n(r, z) - \Psi_{n-1}(r, z)\|^2 \leq \left| A_n(r, z) e^{i\varphi_n(r, z)} - A(r, z) e^{i\varphi(r, z)} \right|^2
\]

which shows that one iteration step corresponds to an orthogonal projection on the closest representative from a set of wave functions (with arbitrary \( \varphi \)) sharing the same modulus \( A \) with the experimental value in that plane (Fienup 1982). Consequently, the Gerchberg-Saxton algorithm can be considered as an iterative projection algorithm as used in convex optimization, with the crucial difference between both settings being the non-convexity of the set of wave functions sharing the same modulus in some optical plane (see Figure 11). This feature prevents the transfer of existence and convergence theorems from the convex setting to the typical long-focal step Gerchberg-Saxton iteration (cf. Figure 12 for a visual representation of the problem). Accordingly, the algorithm may fail to converge even if a consistent solution to the focal series exists (which is typically not the case due to noise, partial coherence, etc.). Note furthermore that the solution depends on the initial guess in the underdetermined case (corresponding to incomplete focal series typically recorded in the TEM) even in the convex setting. These two characteristic properties again show the susceptibility of the Gerchberg-Saxton algorithm with respect to the starting guess, which has to be taken into account in the focal series reconstruction.
to underdetermined projections on convex sets, recently. The crucial point here is that the set of phase space distributions possessing the same projection in some direction is convex, which allows us to lift the original Gerchberg-Saxton projection on non-convex sets of complex wave functions to convex sets of phase space distributions pertaining to the same modulus in some plane. However, the mixed state formulation of through focus reconstructions (i.e., quantum state tomography) discussed above revealed that a set of line foci ranging from the far field at underfocus via the in-focus plane to the far field at overfocus and comprising all possible orientations of the line focus is necessary to obtain a unique quantum state reconstruction. Presently used stigmators do not permit the acquisition of a line focal series from the near to the far field, however. Thus, focal series typically comprise only isotropically defocused images, although it has been noted that the use of line foci in the near field reduces the ambiguity of the reconstruction (Henderson et al. 2009, Petersen and Keast 2007). Furthermore, in spite of significant progress being achieved in the fields of image registration (Meyer et al. 2002, Saxton 1994), aberration correction and aberration assessment (Meyer et al. 2002), it remains a formidable challenge to record and register a long range isotropic defocus series free from spurious aberrations, distortions, rotations and magnification changes. To mitigate these issues focal series are typically recorded in or close to the near field of the object taking into account that the limited focal range limits the focal series reconstruction of low spatial frequencies (Haigh et al. 2013, Niermann and Lehmann 2016). More recently, also non-linear defocus variations extending further into the far field have been employed successfully in various inline holography studies (Haigh et al. 2013, Koch 2014, Song et al. 2013) to increase the reconstructed spatial frequency band. Because equal tilt intervals in phase space correspond to non-equally spaced focal steps a non-linear sampling of the defocus
\[
\delta z (\alpha) = \frac{k_0}{k_\sigma} (\tan (\alpha + \delta \alpha) - \tan \alpha)
\]  
(38)
decreasing towards the far field is optimal in these studies if seeking a minimal number of images in the focal series. Here $k_\sigma$ corresponds to the characteristic width of the wave function in Fourier space.

(B) To fulfill the support theorem of tomography (Helgason 2011), the complete electron wave to be reconstructed should be contained within the field of view throughout the entire tilt series. In practice, however, focal series reconstructions, in particular at the atomic resolution regime, are frequently carried out for electron beams being larger than the recorded field of view, hence violating the tomographic support theorem. It has been noted that the corresponding artifacts in the reconstruction may be mitigated to some extend by numerically padding the intensity images with zeros, i.e., artificially

\[
\Psi \sim e^{i\phi} \quad \Psi \sim e^{-i\phi}
\]

Figure 11. Polya plots of two vortex wave functions with the same amplitude $A = |\Psi|$, where each vector corresponds to a complex number in the complex plane. The complete set of wave functions with the same amplitude is obtained by arbitrarily changing the orientation of the vectors. Accordingly, linear combinations of wave functions from this set, $\Psi = \sum c_i \Psi$ with $\sum c_i = 1$, generally do not belong to this set. Consequently, the set of wave functions with the same modulus is not convex.

overlapping convex sets  non-overlapping non-convex sets

iteration path

Figure 12. Projection on overlapping convex versus non-overlapping (i.e., inconsistent) non-convex sets. As long as the convex sets are overlapping the iterative projection converges to the intersection of the sets closest to the initial guess of the iteration in the here depicted under-determined case. In the non-convex setting the iteration may get trapped at points of close distance between the sets, not reaching other (and possibly better) solutions.

In spite of the above noted complicated convergence behaviour, the large number of sensible solutions, which have been obtained previously, shows that increased focal step sizes do not necessarily invalidate the reconstruction algorithm as such. Indeed, various strategies and constraints, mainly derived from the phase space perspective, are suited to stabilize the algorithm to a certain extend as will be discussed below.

(A) First of all, we note that the phase space perspective is intimately connected to matrix completion strategies (Candès et al. 2013), which have been successfully employed to transfer projections on non-convex sets
\[
\sum \delta z \geq 1
\]
\[
\approx \frac{2k_0}{k_\sigma^2} \frac{1}{\cos (2\alpha) + 1} \delta \alpha
\]
introducing a boundary to the beam (Lin et al. 2006, Ophus and Ewalds 2012).

(C) The alternating projection on convex sets in the phase space setting corresponds to the Kaczmarz (Kaczmarz 1937) (or Algebraic Reconstruction Technique (Gordon et al. 1970)) algorithm in the parlance of tomography (Wei 2015). This analogy also suggests that a non-convergence of the Gerchberg-Saxton algorithm due to ubiquitous inconsistencies in the recorded data, may be mitigated by combining all Kaczmarz iterations within one cycle, i.e., by projecting on all focal planes simultaneously. This strategy is an adaption of the Landweber algorithm or Sequential Iterative Reconstruction Technique (SIRT) well-known from tomography (Natterer and Wübbeling 2001) and forms the basis behind Allen’s improved Gerchberg-Saxton algorithm (Allen et al. 2004). Figure 13 shows a modified version of the latter, including the previously mentioned iteration over the starting guess and some additional processing step, which is used in the course of this work. Various TEM studies employed similar variants of the Gerchberg-Saxton algorithm and a commercial version of Allen’s IFWR algorithm is available (Allen et al. 2004, Allen and Oxley 2001, Koch 2008, 2014).

The above lines show that typically recorded focal series are not sufficient to guarantee a unique and error-free reconstruction, which requires additional care in the interpretation of the results, in particular because error estimates are less straightforward compared to off-axis holography. Therefore, the application of additional assumptions restricting the set of possible quantum states can be very useful to further improve the quality of the focal series reconstructions. Which assumptions can be used and how they may be incorporated into efficient focal series reconstruction algorithms represents an active area of research, bearing close analogies to the regularization strategies discussed within the context of tomography and compressive sensing in general. In the following a short overview of possible strategies is given.

We first note that each step of the Gerchberg-Saxton algorithm does not modify the topology of a wave function, which is given by the total winding number

\[ w = \frac{1}{2\pi} \oint_{\partial D} ds \cdot \nabla \varphi \]  

computed on the outer boundary \( \partial D \) of the electron beam because only the amplitude is updated in the differentially defocused planes. Thus, the topology of the starting guess for the wave function is preserved throughout the iteration (Martin and Allen 2007) and it is important to endow the starting guess with the correct topology to ensure convergence to the true solution. Unless working with electron vortex beams (Lubk et al. 2013b, McMorran et al. 2011, Verbeeck et al. 2010) the wave functions making up a conventional TEM beam possess a trivial topology (winding number equals zero), because elastic scattering at the object does not change the topology of the initial wave function. Consequently, a wave of trivial topology has to be used as starting guess under these typical circumstances. This implicit restriction of the solution space present in almost all focal series reconstruction from TEM images reported to date of this publication is one of the main reasons for reasonable reconstructions from restricted focal ranges. In case of an unknown wave topology, it may also be possible to single out the correct one by comparing the R-factors of the reconstructions pertaining to different topologies. Note, however, that such a test requires well-converged and unique solutions for the different topologies, in order to ensure that the inconsistencies due to an erroneous topology are not over-
shadowed by partial coherence, alignment issues, noise, etc.

Additional assumptions may pertain to a possible sparsity of the wave function in some basis, possible smoothness (i.e., regularity) restrictions (Allen et al. 2004, Parvizi et al. 2016), support constraints of the wave function (Latychevskaia et al. 2010) or positivity of the phase shift. If inconsistent with the underlying wave function, these constraints introduce additional regularization errors (e.g., adding large gradients in the wave), which need to be balanced against the dampened reconstruction error.

V. CASE STUDY

In the following we perform an exemplary focal series reconstruction of a higher order vortex beam, to study the impact of the above principles, such as including the far field images or predefining the topology of the starting guess. The electron vortex beam has been created by inserting a forked hologram grating (Grillo et al. 2014, McMorran et al. 2011, Verbeeck et al. 2010) (diameter = 10 \(\mu m\)) into the condenser aperture of a FEI Titan\(^3\) TEM operated at 300 kV. Such masks produce a set of vortex beams of increasing order corresponding to the various diffraction orders of the grating (Hecht 1987).

Here, we cut out one of the \(|w| = 3\) sidebands with a square aperture (side length = 2 \(\mu m\)) in the selected area plane. The focal series was recorded by varying the excitation of the diffraction lens (see (Clark et al. 2016) for details). A total number of 20 defocused images was recorded by changing the excitation of the diffraction lens from 32% to 60%. The calibration of the effective propagation length and magnification was conducted with the above methods. To further improve the accuracy of the calibration, we employed a comparison with a simulated reference series (see (Clark et al. 2016) for details). In spite of using a large range of diffraction lens excitations, the defocus values ranged from 0 (in-focus) to 0.14 m in the far field at overfocus only. Thus, 90° of the associated phase space tilt series are missing, which translates into considerable missing information and needs to be taken into account when evaluating the results.

To register the images, we aligned their center of mass and image rotation with a non-linear fitting procedure prior to the focal series reconstruction. Figure 14 shows a subset of registered images from the series used for the actual reconstruction. Subsequently, we carried out an initial reconstruction with the help of the algorithm depicted in Figure 13 using a starting wave with \(w = 3\) topology, where we performed an image registration step after each 100 steps to remove spurious magnification and rotation errors in the experimental data. Figure 14 exhibits the convergence behaviour of that run. The resultant series was subsequently used in the following reconstructions, where 500 iterations proved sufficient to ensure a stable solution, when incorporating a small de-focus into the starting guess.

In the middle row of Figure 14, we compare reconstructions pertaining to different starting waves with the help of their \(R\)-factor (see Figure 13). Accordingly, the solutions fall into different equivalence classes distinguished by the topology of the starting wave. This behaviour is due to the preservation of topology within each Gerchberg-Saxton iteration, as noted previously. In full agreement with the imprinted topology due to the fork aperture, the \(w = 3\) reconstruction yields the best match between experiment and reconstruction. The phase vortices appear separated in the reconstruction, which is a consequence of small manufacturing faults of the fork aperture and a small misalignment of the square aperture, which slightly breaks the 4-fold symmetry (Lubk et al. 2013a). As a consequence of the only slightly broken four-fold symmetry, however, the \(w = -3\) solution may not be ruled out definitely. To clearly distinguish between both solutions an astigmatic focal series would be required.

In the following we use the correct \(w = 3\) topology to elaborate on various characteristics of the focal series reconstructions. The above reconstructions have been obtained without constraining the regularity (i.e., band limit). Figure 15 shows two reconstructions with increasing band limits imposed by multiplying a Gaussian low pass in each iteration cycle, where the left column in Figure 15 corresponds to the right column in Figure 14. In particular, if no regularity constraint is applied (maximal spatial resolution), one observes several vortex-antivortex pairs at the aperture corners. Their appearance is a hallmark of the above noted instability of the Gerchberg-Saxton iteration at amplitude zeros, which get more pronounced at higher resolutions progressively resolving the interference phenomena at the aperture edges. Implementing a regularity constraint allows us to smooth out these interference effects, hence minimizing the number of vortices. This effect of the low-pass filter resembles that of partial coherence smearing out the zeros in the recorded intensity (Allen et al. 2004). Reducing the band limit beyond a certain limit eventually severely degrades the reconstruction quality at the aperture edges, hence increasing the \(R\)-factor. The observed variation in the actual vortex positions indicates susceptibility of the vortices to the iteration path and small changes in the reconstructed amplitude.

Figure 16 displays reconstructions obtained from a variation of different starting conditions. Again, the left column displays the best fitting solution from Figure 14 for comparison. The other two solutions exhibit the susceptibility with respect to the initial defocus of the starting wave, eventually leading to an expulsion of vortex lines out from the ring-shaped intensity maximum, which may not be reversed, even if extending the number of iterations. On top of that, additional vortex-antivortex pairs appear. These observations highlights the importance of singling out a suitable starting wave in the focal series reconstruction. In the absence of previous knowledge one
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Figure 14. Focal series reconstruction of the vortex beam. Left column: Three recorded densities from the defocus series. Central column: Solutions to \( w = 0, 1, 2, 3, 4 \) vortices with \( w = 3 \) fitting best to the experimental data according to \( R \)-factor plotted for the different topologies (highlighted by small red circle). The convergence of the \( w = 3 \) solution exhibits large improvements after the first few affine image registration steps correcting for spurious misalignments of the magnification and rotation. Right column: Amplitude and phase in the aperture plane (selected area plane) pertaining to the \( w = 3 \) solution.

Figure 15. Focal series reconstruction of the vortex beam using different regularity constraints (band limits).

\[ R = 0.212 \quad R = 0.225 \quad R = 0.341 \]

may employ computationally demanding brute force testing or more advanced strategies, such as employing TIE reconstructions from a set of slightly defocused images close to the starting plane of the iteration.

Figure 17 displays reconstructions obtained from truncated focal series, where an increasing number of images from the far field has been removed. As usual, the left column contains the original solution for comparison. Upon removing far field images from the focal series data, one observes almost no degradation of the quality of the reconstruction, in spite of the previously mentioned problematic reconstruction of small spatial frequencies in case of restricted defocus intervals. This result demonstrates that the conservation of topology implicitly restricts the solution space of the Gerchberg-Saxton algorithm even in the presence of an incomplete isotropic focal series. However, the missing far field information eventually becomes obvious when comparing the \( R \)-factors pertaining to different topology classes (Figure 17). Accordingly, the different topologies may not be distinguished by their \( R \)-
Figure 16. Reconstructions of the vortex beam using different starting conditions, namely a small defocus, no defocus and a small overfocus of the initial wave function.

Figure 17. Reconstructions of the vortex beam removing the number of images in the focal series starting at the far field.

VI. SUMMARY AND OUTLOOK

In summary, we elaborated on the theoretical foundations as well as the algorithmic and experimental implementation of focal series inline holography. Employing the correspondence between focal series phase retrieval and tomographic reconstruction of the corresponding Wigner function, we showed that a complete reconstruction may only be obtained from a long-range focal series ranging from the far field at underfocus via the in-focus image to the far-field at overfocus. Moreover, the electron beam has to be completely contained within the field of view throughout the focal series. Typically, the focal ranges employed in focal series reconstructions in the TEM do not comply with these principles. In combination with the ubiquitous experimental noise and the violation of the pure state assumption due to partial coherence, reconstruction errors due to incompleteness (in particular at low spatial frequencies) and inconsistencies (in particular at large spatial frequencies) must, therefore, be taken into account.

To reduce reconstruction errors introduced by inaccurate focal values and magnifications, we developed a calibration scheme for the diffraction lens (used here to facilitate the focal series), which may be adapted to other lenses in a straight-forward manner. To improve the calibration and hence the quality of the reconstruction, more accurate wave propagation schemes through the extended magnetic fields of the lenses are required, however. In combination with more open information policies of the microscope manufacturers that could eventually facilitate the precise modeling and calibration of a whole TEM’s optics including lenses, defectors and apertures. Such a virtual TEM would provide the means for a rapid design of novel optical setups (e.g., split illumination) or the automated control of the TEM (fast focal series acquisition). In the particular case of the focal series reconstruction, it would be possible to identify optimal combinations of multiple lens excitations for a complete far field at underfocus - in focus - far field at overfocus focal series, presently not available within the TEM.

Subsequently, the archetypal Gerchberg-Saxton iterative projection algorithm has been identified as a numerical integration of the quantum Hamilton-Jacobi equation in the limit of small focus increments. It is readily derived that the dependency of the integration on the starting wave transfers to the Gerchberg-Saxton algorithm. Again, the far-field data are crucial to single out the correct starting wave in the iteration because incorrect starting waves in the far-field at underfocus are not matched by the corresponding quantum Hamilton-Jacobi solution at the far field at overfocus. More advanced implications following from the analogy between Gerchberg-Saxton and quantum Hamilton-Jacobi remain to be explored in the future.

We further showed that the topology of the starting guess is conserved throughout the Gerchberg-Saxton iteration. Hence, the solutions pertaining to different starting conditions may be separated into topology classes. This implicit constraint mitigates incompleteness problem, if knowing the topology of the solution prior to the reconstruction. This is usually the case as the typical topology of a TEM beam is the trivial one. Moreover, we showed that the different topology classes may be distinguished with the help of their reconstruction quality, if the focal series comprises sufficient images in the far field. The latter facilitates the topological characterization of factors anymore, if the last two mostly defocused images have been removed in our case.
beams in singular electron optics, which can serve as a fingerprint for the orbital angular momentum of vortex beams, even if the overall quality of the reconstruction remains low (e.g., due to low signal-to-noise).

We conclude by noting that one of the biggest issues of the above focal series reconstructions was the presence of partial coherence, violating the pure wave function assumption used throughout. The implementation of a quantum state reconstruction from the focal series, i.e., quantum state tomography can resolve that problem facilitating the reconstruction of intrinsically incoherent beams such as resulting from inelastic scattering (e.g., at plasmons).
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### Appendix A: Calibration of a Thick Lens

In the following a symmetric thick lens is modeled as two identical refracting (i.e. phase shifting) surfaces at distance $D$. The focal length of each surface is $f = 2 f_{\text{thin}}$ to ensure that the resulting thin lens in the limit $D \to 0$ has focal length $f_{\text{thin}}$. To establish the wave optical transfer through such a thick lens, we first propagate the wave from the object plane (located at distance $z_{\text{obj}}$ to the plane of the first refracting plane) to that of the second refracting plane, employing the previously derived thin lens formula (10)

$\Psi (r, D) = \frac{f}{2 \pi (f - D)} \int_{-\infty}^{\infty} d^2 k^e e^{i \frac{k_{0}^e}{\lambda_{0}^e} z_{\text{obj}}^e} e^{i \frac{k}{\lambda} (f z_{\text{obj}}^e + D)} k^2 \tilde{\Psi} (k^e, z_1) e^{i \frac{f}{\lambda} \frac{k^e}{\lambda^e} r k^e}$.

The corresponding Fourier transform reads

$\tilde{\Psi} (k, D) = \frac{f}{4 \pi^2 (f - D)} \int_{-\infty}^{\infty} d^2 r e^{-i \frac{k_0^e}{\lambda_0^e} z_1^e} \int_{-\infty}^{\infty} d^2 k^e e^{i \frac{k_{0}^e}{\lambda_{0}^e} z_{\text{obj}}^e} e^{i \frac{k}{\lambda} (f z_{\text{obj}}^e + D)} k^2 \tilde{\Psi} (k^e, z_1) e^{i \frac{f}{\lambda} \frac{k^e}{\lambda^e} k r}$

$= \frac{f}{2 \pi i k_0} \int_{-\infty}^{\infty} d^2 k^e e^{i \frac{f D}{\lambda^2} (\frac{k}{\lambda} k^e - k^e \lambda)} e^{i \frac{k_{0}^e}{\lambda_{0}^e} z_{\text{obj}}^e} e^{i \frac{k}{\lambda} (f z_{\text{obj}}^e + D)} k^2 \tilde{\Psi} (k^e, z_1)$

$= \frac{f}{2 \pi i k_0} e^{i \frac{f D}{\lambda^2} k} \int_{-\infty}^{\infty} d^2 k^e e^{-i \frac{k}{\lambda} k^e} e^{i \frac{k_{0}^e}{\lambda_{0}^e} z_{\text{obj}}^e} e^{i \frac{k}{\lambda} (f z_{\text{obj}}^e + D - f)} k^2 \tilde{\Psi} (k^e, z_1)$.

$\Psi (r, D) = \int_{-\infty}^{\infty} d^2 k^e e^{-i \frac{k_0^e}{\lambda_0^e} z_1} e^{i \frac{k}{\lambda} (f z_{\text{obj}}^e + D)} k^2 \tilde{\Psi} (k^e, z_1)$

$= \int_{-\infty}^{\infty} d^2 k^e e^{i \frac{f D}{\lambda^2} (\frac{k}{\lambda} k^e - k^e \lambda)} e^{i \frac{k_{0}^e}{\lambda_{0}^e} z_{\text{obj}}^e} e^{i \frac{k}{\lambda} (f z_{\text{obj}}^e + D)} k^2 \tilde{\Psi} (k^e, z_1)$

$= \int_{-\infty}^{\infty} d^2 k^e e^{i \frac{f D}{\lambda^2} k} e^{-i \frac{k}{\lambda} k^e} e^{i \frac{k_{0}^e}{\lambda_{0}^e} z_{\text{obj}}^e} e^{i \frac{k}{\lambda} (f z_{\text{obj}}^e + D - f)} k^2 \tilde{\Psi} (k^e, z_1)$.
We used this model to fit the unknown optical parameters of the thick lens, yielding a very good agreement with the experimental data (see Figure 7).
Last but not least, we note the thick lens expressions for the other two calibration experiments, i.e., the in-focus images of the object and SA plane objects of known size

\[
M_{1,2} = M_{\text{proj},1,2} \frac{M_{\text{dif},1,2}}{f_{1,2}} = M_{\text{proj}} \left( 1 - C_f I_2 \left( z_{\text{img}} - \frac{C_D I_1,2}{2} \right) \right) .
\]

Eliminating \( M_{\text{proj}} \) then yields

\[
M_2 C_f I_1^2 \left( z_{\text{img}} - \frac{C_D I_1}{2} \right) - M_2 = M_1 C_f I_2^2 \left( z_{\text{img}} - \frac{C_D I_1}{2} \right) - M_1 ,
\]

which can be solved for

\[
C_f = \frac{M_2 - M_1}{M_2 I_1^2 \left( z_{\text{img}} - \frac{C_D I_1}{2} \right) - M_1 I_2^2 \left( z_{\text{img}} - \frac{C_D I_2}{2} \right)} .
\]

and the post-magnification of the projector lenses

\[
M_{\text{proj}} = \frac{M_{1,2}}{1 - C_f I_{1,2}^2 \left( z_{\text{img}} - \frac{C_D I_{1,2}}{2} \right) } .
\]

Accordingly, the three calibration experiments employed for the “thin” Diffraction lens are also sufficient for modeling the Diffraction lens as a thick lens. All optical parameters shown in the main text are obtained from this thick lens model. Possible sources for the remaining errors in the calibrated parameters are the experimental errors of the calibration experiments and the limited validity of the proportionality between the lens thickness and the current as well as the reciprocal focal length (refractive power) and the squared lens current.