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Abstract 
We developed a thermo-chemical 2D axisymmetric model, describing turbulent fluid dynamics, heat 

transfer, species transport and chemistry, to gain insight into the fundamental mechanisms of CO2 

conversion in MW plasmas. We validated our model against experiments for a range of flow rates (10-

40 slm) and specific energy inputs (0.4-2.1 eV molecule-1) at atmospheric pressure, for straight tube 

experiments without constriction. We performed spatially dependent reaction analysis to assess the 

spatial dependence of CO2 conversion within the reactor, showing that net CO production happens at 

the edge of the plasma. Importantly, in contrast to assumptions in literature, net production and 

destruction rates do not balance each other, due to the radial diffusion of species. Furthermore, we 

investigated the effect of turbulence on the temperature profile, by comparing turbulent and laminar 

flow profiles. The additional turbulent thermal conductivity and turbulent diffusion lead to increased 

heat loss through the reactor walls. Overall, our model indicates the need for including radial diffusion 

and turbulence in multi-dimensional models of CO2 MW plasmas. Finally, our model predicts that at 

high flow rates (40 slm), turbulent diffusion may be a key driver for net CO transport into the cold gas 

stream at the reactor edges, after which it is convectively transported to the outlet. We hypothesize 

based on our calculations that by enhancing the turbulent effects, upon changing reactor design or gas 

flow dynamics, the net transport of the produced CO towards the cold edge of the reactor could be 

further promoted, increasing the overall CO2 conversion. 
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1. Introduction 
Over the past three decades, the atmospheric CO2 concentration has risen by over 30%, presenting a 

major challenge to the scientific community to provide technologies that can lower this concentration 

[1]. The growing adoption of renewable energy can help reduce carbon emissions associated with 

energy production [2]. However, the non-energy utilization of fossil fuels remains a significant 

contributor to CO2 emissions [3]. Therefore, carbon capture and utilization (CCU) pathways have been 

explored as potential solutions to reduce CO2 emissions [4]. This paper focuses on the conversion of 

CO2 into CO and O2, where CO can be used as essential feedstock for synthesizing a variety of fuels 

and chemicals [5, 6]. Thermodynamically, this reaction has a specific energy requirement of 2.93 eV 

per dissociated CO2 molecule at 400 K and atmospheric pressure, if the potential energy of the formed 

oxygen atom (CO2 +M → CO + O +M ) is reinvested into dissociating additional CO2 (CO2 + O → CO 

+ O2) [7].   

Plasma technology finds interest in various industrial applications, e.g. spray coating, treating toxic 

waste, and surface modification [8, 9]. In recent decades, there has been increasing interest in leveraging 

this technology for the conversion of CO2, primarily due to its quick on-off capabilities, which facilitates 

the storage of fluctuating energy [10, 11]. Both conversion and energy efficiency are typically used to 

gauge performance of plasma-based CO2 dissociation [12]. Microwave (MW) plasma reactors are 

regarded as one of the most promising paths for plasma-based CO2 conversion, due to their capacity for 

highly efficient conversion and the absence of electrodes, which reduces the need for maintenance, a 

crucial consideration for industrial feasibility [7, 10-17].  

In recent years, great strides were made in demonstrating that thermal dissociation is the dominant 

mechanism as the driver of conversion and energy efficiency in high-pressure MW CO2 plasmas [7, 10, 

14, 18-20]. den Harder et al. compared the experimentally measured temperature and conversion with 

a zero-dimensional (0D) model that assumes thermal composition, and concluded that the measured gas 

temperatures and net CO production are consistent with net production due to thermal quenching [18]. 

Additionally, various authors found that the rotational and vibrational temperature are equal, by fitting 

the temperature of the C2 Swan band [14, 18-20]. Hence, there is both experimental and computational 

evidence that CO2 dissociation in MW plasmas near atmospheric pressure is predominantly thermal [7, 

10, 14].  

In addition, van de Steeg et al. conducted spatially resolved Raman spectroscopy to map the spatial 

concentrations of species within CO2 MW plasma, although neglecting C atoms, and concluded, by 

combining the experimental data with a 0D kinetics model, that fast transport of species along the 

temperature gradient allows for additional net CO production upon diffusion of O atoms [20, 21]. 

Multiple multi-dimensional models have been developed for CO2 plasma reactors [5, 15, 22-24]. 

Several of these models solved for non-isothermal flow in higher dimensions under the assumption of 

local thermodynamic equilibrium (LTE), not accounting for diffusion due to the high gradients at the 

edge of the plasma, which may alter the thermophysical properties (heat capacity, thermal conductivity, 

and dynamic viscosity) of the fluid, as well as cause deviations in chemical equilibrium [22, 23]. LTE 

requires that a detailed equilibrium is achieved between each collision process and its reverse process 

[25]. Additionally, for LTE to hold, local gradients in plasma properties, such as temperature and 

density, must be sufficiently small. This ensures that any plasma species diffusing from one location to 

another within the plasma has enough time to equilibrate [25].  

Furthermore, not all multi-dimensional models account for turbulence [5, 15, 26]. For instance, Wang 

et al. solved for laminar flow, but when accounting for additional cooling, which was assumed to arise 

from turbulence, they could predict more accurate temperature profiles within the reactor [5]. Moreover, 
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Elahi et al. developed a fully coupled 2D computational model of a CO2 microwave plasma diluted with 

argon, assuming laminar flow. They overestimated the outlet gas temperature, while obtaining good 

agreement with measured conversion [27]. Indeed, as we will discuss in this paper, the turbulent flow 

adds turbulent diffusion and turbulent thermal conductivity, increasing the overall heat transfer, which 

can be quite important and should not be neglected. Furthermore, Wolf et al. approximated the turbulent 

viscosity in 2D as an analytic expression dependent on the radial position. They found reasonable 

agreement with experimental trends, but indicated that a more accurate description of turbulent 

kinematic viscosity would improve the model [15].  

While the plasma chemistry of CO2 conversion can be quite complex [28-31], in atmospheric pressure 

MW plasmas it can be reduced to thermal chemistry, which is experimentally found to be dominant in 

determining conversion [5, 14, 15, 19, 20], and this was also confirmed by modeling [10, 26, 32, 33]. 

Moreover, Vermeiren et al. compared plasma-based conversion and thermal conversion by means of 

chemical kinetics modelling and reported that for temperatures above 3000 K the conversion is mostly 

thermal [32]. In literature this reactor was previously modelled by Van Alphen et al. and Kotov et al 

[22, 33]. Most recently, Kotov et al. published a 1.5 D model in order to validate the thermo-chemical 

approach, and they found that radial diffusion of both CO and O leads to increased conversion of CO, 

as well as local increases in reoxidation of CO [33]. Kotov's model did not account for the effect of 

vortex stabilization on the bulk flow and the effect of turbulence on species transport. They mentioned 

the need for developing a more comprehensive model that includes vortex flow to validate their 

findings. Therefore, in our paper, we present an improved 2D axisymmetric model, accounting for the 

limitations of the model in [33]. It must be noted that a precessing helical vortex cannot be captured in 

2D-axisymmtric models, which may locally influence the heat transfer coefficient, which in turn may 

influence the mass transfer [34, 35]. Nevertheless, Tatar et al. have recently published a 3D model for 

air plasmas, with the results being largely axisymmetric, justifying our 2D axisymmetric approach [36]. 

Specifically, our paper aims to increase our understanding of fluid dynamics and species transport 

effects in CO2 MW plasma reactors, by building a 2D axisymmetric thermo-chemical flow model at 

atmospheric pressure. Please note that a 2D axisymmetric model results in a slice of a 3D solution, 

without any gradients in the φ-direction. When the slice is revolved around the symmetry axis, the 

solution becomes a 3D field.  

First, we will validate our model, showing that CO2 conversion in MW plasmas can be predicted 

reasonably well, based on experimental results of D’Isa et al. [7]. Moreover, we will illustrate the need 

for coupling all physics considered in the model, by emphasizing the significance of species transport, 

i.e., diffusion towards and from the edges of the plasma. Finally, we will show based on our theoretical 

results that at high flow rates (40 slm) turbulent cooling and turbulent diffusion may play a significant 

role in determining the temperature profile and conversion. 
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2. Model description 
To reveal the influence of the flow pattern and species transport inside the plasma and effluent (i.e., 

afterglow), we developed a 2D axisymmetric reacting flow model that calculates gas flow velocity, 

temperature profiles, transport of species and chemistry self-consistently inside the MW plasma reactor 

within COMSOL Multiphysics 6.2. We will first specify the geometry of the computational domain and 

our methodology for translating 3D gas flow data into a 2D axisymmetric model. Subsequently, we will 

provide the equations used to describe the various physical phenomena within the 2D axisymmetric 

framework. Finally, we will list the boundary conditions for the various models. The model was solved 

using the fully coupled PARADISO Automatic Newton solver with a relative tolerance of 0.001. The 

model was solved on an intel i9-13900k with 128 GB of DDR4 RAM. 

2.1. Reactor geometry: 3D and 2D axisymmetric representation 

The reactor geometry considered in this work is the one described by D’Isa et al. [7], as we use their 

experimental data for model validation. It needs to be noted that most experiments were conducted at 

900 mbar, whereas the model is calculated at atmospheric pressure, but the 900 mbar is taken as a proxy 

for atmospheric pressure. This is a reasonable approximation given that Hecimovic et al. reported that 

conversion becomes less pressure dependent with increasing pressure and within the error bars above 

800 mbar, for 5 slm in the same reactor [37]. The geometry is presented in Figure 1, with the inlets 

indicated in both the reactor drawing and the 3D geometry. At the base of the coaxial resonator, gas is 

introduced into the (26 mm inner diameter) quartz tube via four (4.3 mm diameter) tangential gas inlets. 

The quartz tube has a length of 400 mm (but only part of it is shown in the left and middle panel of 

Figure 1). The tip features two geometric sections: a cylinder with dimensions of 15 mm in diameter 

and 12 mm in height, and a cone with a height of 8 mm and the same base diameter of 15 mm [7].  

 

Figure 1. Left: Schematic drawing of the experimental reactor, as described by d’Isa et al. [7], and how it is translated into 

the 3D (middle) as well as the 2D geometry (right). The boundaries are indicated by letters for both the 3D and 2D 

axisymmetric geometry (see section 2.6 below). The orange dotted line in the left figure indicates the position at which the 

calculated and measured radial temperature profile are compared, cf. section 3.1 below). The red line in the middle and right 

figure indicates the cut plane in which the 3D velocity profile is translated into the 2D axisymmetric domain, to represent the 

2D gas velocity profile at the inlet for the 2D model. The green line indicates the symmetry axis in the 2D geometry. 

As the thermo-chemical model is computationally too expensive to solve in 3D, we only calculate the 

gas flow velocity in 3D. The 3D velocity profile of the cut plane (indicated in red in the left and right 

panel of Figure 1) is translated into the 2D axisymmetric coordinates, to represent the 2D axisymmetric 

gas velocity profile at the inlet for the 2D axisymmetric model. This operation is based on the relations 

for converting Cartesian coordinates into cylindrical coordinates [38, 39]: 
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𝑣𝑟 =
𝑥𝑣𝑥 + 𝑦𝑣𝑦

√𝑥2 + 𝑦2
 (1) 

𝑣𝜑 =
𝑥𝑣𝑦 − 𝑦𝑣𝑥

√𝑥2 + 𝑦2
 

(2) 

𝑣𝑧 = 𝑣𝑧  (3) 

 

With 𝑣𝑗 the different velocity components and (x, y, z) the Cartesian coordinate positions. 

The velocity components are averaged over the φ-direction at the cut plane, indicated by the red line in 

Figure 1, thus making the velocity profile dependent on the radial position at the inlet in the 2D 

axisymmetric domain. The 3D model is thus computed to obtain a boundary condition at the inlet of the 

2D axisymmetric model, as done by Maerivoet et al. [39]. Mass is conserved in this transition within a 

3% variation, since the identical temperature at the inlet ensures equal densities. 

The plasma acts as a heat source, the size of which is dependent on the input power, digitized from 

measurements by D’isa et. al. for all considered conditions [7] (see Supplementary Information (SI), 

section S.1, Figure S.1). However, the power density distribution is not accurately known. Therefore, 

we performed a sensitivity analysis on the shape of the heat source, as will be discussed in section 3.2 

below. In first approximation, we take the power density distribution as a rectangular function along 

the axial direction and a normalized Gaussian function along the radial direction, as illustrated in Figure 

2. The value of x corresponds to two standard deviations of the Gaussian function. The values of x and 

y depend on the input power and are represented for different input powers in the SI (section S.1, Figure 

S.1). 

 

Figure 2. Gaussian function representing the radial power distribution (left) and rectangular function describing the axial 

power distribution (middle). The plasma size is measured for each condition by d’Isa et al., determining the values of x and y 

in this figure [7]. The shape of the heat source is schematically illustrated in the right figure. 

The quartz tube, indicated in blue in Figure 1 (and domain (ABGH) in the right panel) has a temperature-

dependent thermal conductivity and heat capacity, taken from the NIST Standard reference material 

database [40]. The meshes used in the simulations are detailed in the SI (section S.2, Figure S.2), for 

both the 3D and 2D axisymmetric mesh. The thermophysical properties of the quartz tube are also 

presented in SI (section S.3, Figure S.4). 
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2.2. Fluid dynamics in 3D and 2D axisymmetric geometry  

We describe the gas flow behavior using a Reynolds-Averaged Navier Stokes (RANS) Menter’s Shear 

Stress Transport (SST) turbulent gas flow model. The SST model combines both the k-ϵ and k-ω model, 

effectively removing the empirical damping functions at the near-wall regions employed by the k-ϵ 

model, furthermore when the SST turbulence model is employed, the turbulent viscosity goes to zero 

when the turbulent kinetic energy goes to zero. This model solves the mass continuity and 

momentum continuity equations for a Newtonian fluid [41, 42]: 

∇ ∙ (ρ𝐮) =  0 

 
(4) 

ρ(𝐮 ∙ ∇)𝐮 =  ∇ ∙ [−p𝐈 + (μ + μT)(∇𝐮 + (∇𝐮)T) −
2

3
(μ + μT)(∇ ∙ 𝐮)𝐈 −

2

3
(ρk)𝐈] 

 
(5) 

Where ρ stands for the gas density (kg m-3), u for the gas flow velocity (m s-1), p is the gas pressure 

(Pa), 𝑰 is the unity tensor, μ is the molecular dynamic viscosity (Pa s) and 𝜇𝑇 the turbulent viscosity (Pa 

s), superscript T stands for transposition, and 𝑘 is the turbulent kinetic energy (m2 s-2). The calculation 

of the turbulent viscosity is added in the SI (section S.4, equations 1-4). 

The governing equations for the turbulent kinetic energy, which represents the energy associated with 

turbulent fluctuations, and for the specific dissipation rate  (s-1), which quantifies the rate at which 

turbulent kinetic energy is dissipated into heat due to viscous effects, are given by [43]: 

ρ(𝐮 ∙ ∇)k =  ∇ ∙ ((μ + μTσk)∇k) + P −  βoρωk 

 
(6) 

ρ(𝐮 ∙ ∇)ω =  ∇ ∙ ((μ + μTσω)∇ω) +


μT
ρP − βρω2 + 2(1 − fv1)

σω2ρ

ω
∇k ∙ ∇ω 

 
(7) 

Here 𝑃 is the turbulent kinetic energy source term, 𝛽𝑜 and 𝜎𝜔2𝜌 are turbulence modelling parameters, 

𝛾, 𝛽, 𝜎𝑘 and 𝜎𝜔 are turbulence parameters depending on blending function fv1.  The blending function, 

fv1, and the values for the variables used are presented in the SI (section S.4, equations 5-7). 
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2.3. Transport of species 

The transport of the various species within the plasma is described using the conservation of mass 

equation:  

∇ ∙Ji + ρ(u ∙ ∇)ξi = Ri          𝑤𝑖𝑡ℎ          Ri =  ∑ Rij𝑗  (8) 

Here, Ji is the diffusive flux vector of species 𝑖 (kg m-2 s-1), ξ i is the weight fraction of species 𝑖, and 𝑅i 

is the total net production rate of species 𝑖 (kg m-3 s-1). The species included in this model are CO2, CO, 

O2, C and O. 

The diffusive flux is obtained from the mixture-averaged diffusion model, assuming isobaric conditions 

[44, 45]: 

𝐉i = − (ρDi
m∇ξi+ ρξ

i
Di

m ∇Mn

Mn
-𝐉c,i+𝐉T,i) (9) 

Here, 𝐷𝑖
𝑚is the diffusion coefficient for species 𝑖 (m2 s-1), 𝑀𝑛 is the mean molar mass (kg mol-1), 𝐽𝑐,𝑖 is 

the multi-component diffusive flux correction term (kg m-2 s-1). For further explanation regarding this 

term, we refer to [46]. 𝑱𝑻,𝒊 is the turbulent diffusive flux vector (kg m-2 s-1). Neglecting the pressure term 

is a reasonable approximation, given that in the calculations the minimum pressure never drops below 

99.9% of the maximum pressure 

𝐷𝑖
𝑚 , 𝑀𝑛, 𝑱𝒄,𝒊 and 𝑱𝑻,𝒊are calculated via [47]: 

ρ =  
𝑝𝑀𝑛

𝑅𝑔𝑇
 (10) 

Di
m =  

1−ξi

∑
x𝑗

Di,j
j≠i

    (11) 

𝐷𝑖𝑗  =  2.628 × 10−22
√𝑇3(𝑀𝑖+𝑀𝑗)/(2×103(𝑀𝑖𝑀𝑗)

𝑝𝜎𝑖𝜎𝑗Ω𝐷
 

(12) 

Ω𝐷 =  
𝑐1

(𝑇∗)𝑐2
+

𝑐3

𝑒𝑥𝑝(𝑐4𝑇∗)
+

𝑐5

𝑒𝑥𝑝(𝑐6𝑇∗)
+

𝑐7

𝑘𝑏
2𝑇∗𝜎𝑖

6 ,   𝑇∗ = 𝑇
𝑘𝑏

√𝜀𝑖𝜀𝑗
 (13) 

Mn = (∑
ξi

Mi
i )

−1

  (14) 

𝐉c,i = ρξi ∑
Mi

Mn
i

Dk
m∇xk 

 

(15) 

𝐉T,i = ρξiDT,i∇ξi   

 
(16) 

DT,i =  
vT

ScT
 (17) 

ScT = (
1

2ScT∞
+

0.3𝑃𝑒𝑇

√ScT∞
− (0.3𝑃𝑒𝑇)2 (1 − 𝑒

−1
(0.3𝑃𝑒𝑇√ScT∞)⁄

))

−1

 (18) 

Here  𝑅𝑔  (J mol-1 K-1) represents the ideal gas constant. 𝑥𝑘  represents the mole fraction of species 𝑖, 

𝐷𝑖,𝑗 is the binary diffusion coefficient (m2 s-1), 𝜎𝑗 (m) the characteristic length of the Lennard-

Jones/Stockmayer potential, Ω𝐷 the dimensionless collision integral and cx are empirical constants, 

reported by Neufeld et al. [47] . 𝑀𝑖 is the molar mass of species 𝑖 (kg mol-1), 𝐷𝑇,𝑖 is the turbulent 

diffusion coefficient of species 𝑖 (m2 s-1), 𝑣𝑇 is the turbulent kinematic viscosity (m2 s-1) and 𝑆𝑐𝑇 is the 
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turbulent Schmidt number, calculated according to the Kays-Crawford model with ScT∞ = 0.85, and 

𝑃𝑒𝑇 is the turbulent Peclet number [48]. 

2.4. Chemistry included in the model 

As mentioned above, the species included in the model are CO2, CO, O2, C and O. They interact in 6 

reversible chemical reactions, tabulated in Table 1. The reverse rates are calculated using detailed 

balancing.  

Table 1 Reactions included in the model with their forward reaction rate coefficients. The reverse rate 

coefficients are calculated by the principle of detailed balancing. M stands for any of the five species 

included in the model. The forward rate coefficients are denoted in cm3 mol-1 s-1 for two-body reactions 

and in cm6 mol-2 s-1 for three-body reactions. All reactions are written with CO as reaction product for 

clarity. However, for reaction R2 the reverse rate coefficient is tabulated (kr), because this reaction is 

typically presented in literature with CO as reactant, and thus, here the forward rate coefficient (kf) is 

calculated by detailed balancing. 

No. Reaction Reaction rate coefficient Ref. 

R1 
CO2 +M ⇌ CO + O + M 

 

Ceff1 = 6cO2 + 1.5cCO + 3.5cCO2 + 1cO + 1cc 

𝑘01 = 6.02 × 1014 [𝑐𝑚6𝑚𝑜𝑙−2𝑠−1] × 𝑒
(

−1509[K]
𝑇

)
  

𝑘𝑖𝑛𝑓1 = 1.80 × 1010[𝑐𝑚3𝑚𝑜𝑙−1𝑠−1] × 𝑒
(

1205[K]
𝑇

)
 

𝑘𝑟1 =
𝑘𝑖𝑛𝑓1

1 +
𝑘𝑖𝑛𝑓1

𝑘01 × 𝐶𝑒𝑓𝑓1
⁄

 

Trange = 300-3500 K 

[49] 

R2 
CO2 + O ⇌ CO + O2  

 
𝑘𝑟2 = 2.50 × 1012[𝑐𝑚3𝑚𝑜𝑙−1𝑠−1] × 𝑒

(
−24106[K]

𝑇
)
 

Trange = 1500-3000 K 
[49] 

R3 
C + O2 ⇌ CO + O 

 
𝑘𝑓3 = 5.80 × 1013[𝑐𝑚3𝑚𝑜𝑙−1𝑠−1] × 𝑒

(
−290[K]

𝑇
)
 

Trange = 300-4200 K 
[49] 

R4 
O + O + M ⇌ O2 + M 

 

Ceff4= 1.75cCO + 3.6cCO2 + 1cO2 + 1 cO + 1 cc 

𝑘𝑓4 =
1.20 × 1017[𝑐𝑚3𝐾 𝑚𝑜𝑙−2𝑠−1]

T𝐶𝑒𝑓𝑓4

 

 

Trange = 300-3000 K 

[49] 

R5 
CO2 + C ⇌ CO + CO 

 

𝑘𝑓5 = 1.0 × 10−15[𝑐𝑚3𝑠−1] × 𝑁𝐴 

Trange = 300 K 

[50] 

R6 
C + O + M ⇌ CO + M 

 

Ceff6 =1cO + 1cCO + 1cCO2 + 1cO2 + 1cC 

𝑘𝑓6 = 2.14−29[c𝑚6𝑠−1] × (
𝑇

300[𝐾]
)

−3.08

𝑒
(

−2114[K]
𝑇

)

× 𝑁𝐴
2𝐶𝑒𝑓𝑓6 

 

Trange = 8000 K 

[50] 

Ceff is the effective concentration of the third body species, which is calculated by taking the sum over 

the concentrations of all species ci considered in the model, multiplied by their third-body efficiency. 

For the third body efficiencies, we refer to [49]. We assume that the Arrhenius fits are valid outside the 

optimization range, since the equation physically represents the probability that species in correct 

orientation will react upon collision [51]. 

The CO2 conversion is calculated based on the molar flow rate of CO2, presented as most common 

formulation by Wanten et al. [12]. 
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𝜒(%) = 100% ×
(𝑛̇𝐶𝑂2

𝑖𝑛 − 𝑛̇𝐶𝑂2

𝑜𝑢𝑡 )

(𝑛̇𝐶𝑂2

𝑖𝑛 )
⁄  (19) 

With 𝑛̇𝐶𝑂2

𝑖𝑛  the molar flow rate (mol s-1) of CO2 entering the domain and 𝑛̇𝐶𝑂2

𝑜𝑢𝑡  the molar flow rate (mol 

s-1) of CO2 exiting the fluid domain. This formula inherently accounts for gas expansion [12].  

2.5. Heat balance equation 

The heat balance equation describes the conservation of energy within the system, including the 

chemistry and the enthalpy transport of species: [45, 52] 

𝜌𝐶𝑝𝒖 ∙ ∇𝑇 + ∇ ∙ (−(𝑘𝑚 + 𝑘𝑇)∇𝑇) + ∑
𝐻̅𝑖

𝑀𝑖
𝑅𝑖

𝑖

= 𝑄 − ∑ 𝑱𝑖 ∙ ∇
𝐻̅𝑖

𝑀𝑖
𝑖

 (20) 

With, 𝐶𝑝 the heat capacity at constant pressure (J kg-1 K-1), 𝑇 the temperature (K), 𝑘𝑚 the molecular 

thermal conductivity (W m-1 K-1) and 𝑘𝑇 the turbulent thermal conductivity (W m-1K-1). The molar 

enthalpy of species 𝑖 is shown as  𝐻̅𝑖 (J mol-1),  𝑄 is the user-defined heat source (W m-3), as described 

in section 2.1 above. The terms on the left-hand side correspond to the convective term, the conductive 

term, and the term representing heat generated or absorbed by chemical reactions. The terms on the 

right-hand side include the heat source, mimicking the plasma, and the enthalpy diffusion. The work 

done by pressure and viscous dissipation are included in the model, but omitted from the equation, since 

they are negligible (five orders of magnitude lower compared to the user-defined heat source). 

The thermophysical properties, dependent on the gas composition, are calculated as follows: 

Cp = ∑ ξ
i

×
Cp,i

Mi
i

 (21) 

𝑘𝑚  = 0.5 × (∑ xiki +
1

∑
xi

km,i
i

i )   (22)  

𝑘𝑇 =
𝜇𝑇𝐶𝑝

𝑃𝑟𝑇
 (23) 

μ = ∑
μi

1 +
1
xi

∑ xjϕij
n
j=1,j≠i

n

i=1

 (24) 

𝑃𝑟𝑇 =  (
1

2𝑃𝑟𝑇∞
+

0.3 𝐶𝑝𝜇𝑇

𝜆√𝑃𝑟𝑇∞

− (
0.3 𝐶𝑝𝜇𝑇

𝜆
)

2

(1 − 𝑒
(−

𝜆

0.3𝐶𝑝𝜇𝑇√𝑃𝑟𝑇∞
)

))

−1

 (25) 

Here 𝐶𝑝,𝑖 refers to the heat capacity at constant pressure taken from the NASA polynomials of species 

𝑖 [53]. The calculation of the NASA polynomials is included in the SI (section S.5, equations 8-10). 𝑥𝑖 

represents the molar fraction of species 𝑖, and 𝑘m,i is the thermal conductivity of species 𝑖. The 

calculation of 𝑘m,i is added to the SI (section S.6, equations 11-12). 𝑘𝑇 represents the turbulent thermal 

conductivity and 𝑃𝑟𝑇 the Prandtl number, calculated according to the Kays-Crawford model, with 𝑃𝑟𝑇∞ 

= 0.85 [48]. Finally, the calculation for the dynamic viscosity of species 𝑖, 𝜇𝑖 (Pa s) and ϕij are also 

added to the SI (section S.6, equations 13-15).  
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2.6. Boundary conditions of the model 

The boundaries are defined as presented in Figure 1. In the 3D model, only the fluid flow boundary 

conditions apply, since only the gas flow is calculated. The boundary conditions for the different 

equations in the 2D axisymmetric model are tabulated in Table 2. 

Table 2 Boundary conditions of the 2D axisymmetric model. 

 

Boundary Fluid flow Heat transfer Species 

transport 

AB 

(Quartz tube) 

/ -n⋅q = 0 / 

BC 

(Inlet) 

 

𝐮 =  𝐮𝟎 

Uref = ||𝐮𝟎|| 

k = k0 

ω = ω0 

∇ G∙n = 0 

 

T = T0 

(T0
 = 273.15 K) 

𝜉i = 𝜉0,i 

CD 

(Coaxial resonator 

– edge fluid 

domain) 

𝐮 = 0 

k = 0 

ω = limlw→0

6μ

β1lw
2

, lw = 0 

-n⋅q = q0 

q0

= h(T𝑎𝑚𝑏 − T) 

With h = 25 W 

m-2 K-1 

-n⋅𝑱𝐢 = 0 

DE 

(Coaxial resonator 

– edge fluid 

domain) 

𝐮 = 0 

k = 0 

ω = limlw→0

6μ

β1lw
2

, lw = 0 

-n⋅q = q0 

q0

= h(T𝑎𝑚𝑏 − T) 

With h = 25 W 

m-2 K-1 

-n⋅𝑱𝐢 = 0 

FG 

(Outlet) 

[−p𝑰 + 𝐊]𝐧 = −𝑝0𝐧  with  

𝑝0 = 0 𝑃𝑎 

∇ k∙n = 0 

∇ ω∙n = 0 

∇ G∙n = 0 

 

-n⋅𝒒𝒄𝒐𝒏𝒅 = 0 −𝐧ρDi
m∇𝜉

i
= 0 

GH 

(Quartz tube) 

/ -n⋅q = 0 / 

GB 𝐮 = 0 

k = 0 

/ -n⋅𝑱𝐢 = 0 
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(Quartz tube – 

edge fluid domain) 
ω = limlw→0

6μ

β1lw
2

, lw = 0 

HA 

(Quartz tube) 

/ -n⋅q = 𝜖𝜎(𝑇𝑎𝑚𝑏
4

− 𝑇4)

+ ℎ(𝑇𝑎𝑚𝑏 − 𝑇) 

With h = 25 W 

m-2 K-1, 

 𝜖 = 0.75 and 

Tamb = 293.15 K 

/ 

With n the boundary normal pointing out of the domain, Uref the reference velocity scale, G the 

reciprocal wall distance and lw the distance from the wall to the cell center. Furthermore, Tamb is the 

ambient temperature specified outside of the modelled domain, h the heat transfer coefficient (W m-2 

K-1), q the total heat flux (W m-2),  𝒒𝒄𝒐𝒏𝒅 (W m-2) the conductive heat flux, both defined in equation 20 

in section 2.5. Furthermore 𝑝0 is the relative pressure (Pa), compared to the reference pressure defined 

as 1 atm, and 𝜖 is the emissivity constant.  The heat transfer coefficient was chosen as a representative 

value for the free convection of air, as suggested by Wolf et al. [15]. Lasty, K is employed to abbreviate 

the following term from equation 5: (μ + μT)(∇𝐮 + (∇𝐮)T) −
2

3
(μ + μT)(∇ ∙ 𝐮)𝐈 −

2

3
(ρk)𝐈. 

Note that the Stefan-Boltzmann radiation law should not include the ambient temperature. However, 

the simulation is not affected by this small error. Indeed, as plotted in section S.3 Figure S.5, the HA 

boundary quickly reaches values over 600 K. Above 600 K 95% of the radiative loss is accounted for. 

The formula is consequently more sensitive to the choice of the emissivity constant, as discussed in 

section S.3. 

 

3. Results and discussion 
First, in section 3.1, we validate our model by comparing the results with the experimental conversion 

and temperature measured by d’Isa et al. [7]. In section 3.2, we perform a sensitivity analysis on the 

power distribution within the model, as mentioned in section 2.1, which indicates that the chosen power 

distribution is not important when assessing conversion. In section 3.3, we discuss the spatial 

distribution of net CO production, while in section 3.4 we demonstrate that diffusion is the main driver 

of CO2 conversion. In section 3.5 and 3.6, we present a radial reaction analysis and radial transport in 

the MW CO2 reactor, for CO and O atoms, respectively. Last but not least, in section 3.7, we evaluate 

the effect of turbulence on the system, by comparing laminar and turbulent flow. 

3.1. Validation of the model with experiments 

To validate our model against the experimental results by d’Isa et al. [7], we compare the calculated 

(red) and experimental (black) conversions as a function of specific energy input (SEI), as presented in 

Figure 3.  
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Figure 3. Calculated (red) and experimental (black) conversion as a function of SEI for different flow rates (10, 20 and 40 

slm), at atmospheric pressure. The experimental data are provided by d’Isa et al. and are measured at 920 mbar (serving as a 

proxy for atmospheric pressure) [7]. 

Figure 3 demonstrates a reasonable agreement between the model and experiment, both in absolute 

values and trend, certainly keeping in mind that no fitting parameters are used in the model, and that, 

except for the power density profile, the entire model is solved self-consistently. However, at 20 slm, 

above 1 eV molecule-1, we observe discrepancies between experimental and calculated values. We 

could not yet reproduce the experimental values at higher SEI for this flow rate, due to elevated 

temperatures persisting until the end of the simulation domain. These high temperatures still allow for 

chemistry, especially recombination reactions, to take place, beyond the considered simulation domain. 

This makes it impossible to assess the conversion at the end of the simulation domain. Elongating the 

domain would lead to excessively long computation times and complications, since currently the entire 

length of the quartz tube (400 mm) is already modelled. Indeed, experimentally, a heat exchanger is 

placed after the quartz tube and modelling this heat exchanger is out the scope of our research. For the 

sake of information, the experimental results at higher SEI conditions are plotted in SI (section S.7, 

figure S.6).  

The second variable that we used for model validation is the gas temperature in the plasma core. Figure 

4 compares the calculated (red) and experimental plasma temperature along the radial (a) and axial (b) 

direction.  
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(a) 

 

(b)

 

 

Figure 4. Comparison of the calculated (red) radial temperature profile (a) and axial temperature profile (b) at 1 

atm, 900 W and 10 slm, with the experimental data (black) at 920 mbar and 10 slm, digitized from d’Isa et al. 

[7]. The radial temperature profile is taken at 58 mm from the bottom of the coaxial resonator (where also the 

experimental data were measured and indicated with an orange dotted line in Figure 1), and the axial 

temperature is taken along the symmetry axis of the reactor. 

The calculated plasma core temperatures vary from 6660 K to 7370 K within the entire range of studied 

conditions (presented in Figure 3), which are higher than the measured values of around 6000 K. It is 

possible to match the temperature by altering the size of the heat source, however, we decided to not do 

this, to keep consistency with the measured plasma dimensions [7], as discussed in section 3.2. 

Nevertheless, the experimental trend of temperature decay along the radial direction is reflected within 

the limited measured range, as depicted in Figure 4 (a). This same trend is also observed in other multi-

dimensional CO2 plasma models [22]. We also plot the calculated temperature beyond the measured 

range, demonstrating that it drops quite steeply towards 300 K at the reactor walls. 

Figure 4 (b) indicates that the plasma core temperature is somewhat overestimated in our model, but 

the temperature trend along the axial direction (i.e., constant over the entire measured distance) is well 

captured. The heat source for 900 W and 10 slm is located from 11 mm – 65 mm axially. The calculated 

temperature drops steeply beyond 60 mm, corresponding to the end of the heat source, to roughly 3500 

K, and then more gradually to about 2450 K at 200 mm and 1700 K at 400 mm. D’Isa et al. did not 

report measured temperatures in the afterglow, and thus, the afterglow temperatures obtained by the 

model could not yet be validated [7]. We hope that in the future, the afterglow temperature can still be 

measured, to further validate the temperature profile of our model. We do not plot the temperature 

profile beyond 200 mm to preserve clarity. Overall, our model agrees reasonably well with the 

experimental results. 

3.2. Sensitivity analysis of the heat source 

As mentioned above, the power density distribution is the only parameter not calculated self-

consistently within our model. Therefore, we studied the effect of a different heat source shape for a 

high SEI condition (1200 W and 10 slm, yielding an SEI of 1.65 eV molecule-1) and a low SEI condition 

(1500 W and 40 slm, SEI = 0.52 eV molecule -1), as well as some variations in the axial location of the 

heat source, to assess their influence on the calculated CO2 conversion and plasma temperature, which 

were used for model validation. Varying the location of the heat source by placing it 10 mm higher or 

lower (cf. Figure 2) has a negligible effect on the conversion (± 0.1% at SEI = 0.52 eV molecule-1). 

Likewise, the temperature profile moves 10 mm higher or lower along the axial direction, but with small 
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changes in maximum temperature (± 40 K). At higher SEI, the effect on the temperature values becomes 

even less pronounced.    

In addition, the shape of the heat source was taken as a rectangular function in the axial direction in first 

approximation, as described in section 2.1. To estimate the influence of this assumption, we modified 

the power distribution in the axial direction, presented in the right panel of  Figure 2, to a Gaussian 

function. Figure 5 displays the different temperature profiles for both shapes of the heat source. 

 

Figure 5. Different temperature profiles, for two different shapes of the heat source, i.e., a rectangular function 

(left) and Gaussian function (right), at 1200 W, 1 atm and 10 slm.  

Varying this power density distribution affects the plasma core temperature to some extent, resulting in 

a difference of 1164 K at 10 slm and 1200 W (i.e., SEI = 1.65 eV molecule-1), while not significantly 

affecting the conversion, because the latter is only reduced by 0.1% at these conditions (from 9.7% to 

9.6%). At lower SEI conditions, the effect on temperature becomes less pronounced, resulting in a 

difference of 284 K for the maximum temperature, at 40 slm and 1500 W (i.e., SEI = 0.52 eV molecule-

1), the conversion is again only reduced by 0.1% (from 5.7% to 5.6%). Thus, the conversion is negligibly 

affected by changing the power distribution in our model when we adhere to the measured plasma size.  

Similar methods of choosing the decay of the heat source have been used in literature. Recently, Tatar 

et al. measured the size and shape of the ionized region in air plasma and chose the heat source shape 

accordingly, resulting in a very similar shape to the rectangular function [36]. Furthermore, Kotov 

previously conducted a sensitivity analysis on the shape of the heat source in a 1.5D CO2 plasma model 

and found limited effects on conversion when altering the shape of the heat source [33].  
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The shape of the heat source slightly alters the temperature in the plasma core. This in turn influences 

the temperature gradients, which influence the transport of species, so our model is to some extent 

sensitive to the shape of the heat source. However, there is limited sensitivity with respect to conversion, 

due to how all these different physical processes interact. Figure 6 compares the temperature, net CO 

production rate, net volumetric source due to diffusion of CO, as well as the number density of CO, as 

a function of radial position along a cutline at z = 4.5 cm, between a rectangular and Gaussian heat 

source shape. Net CO production rate is defined as the sum of the rates of all CO production reactions 

minus all CO destruction reactions. Note that when net CO production is negative, CO is destroyed, so 

we refer to negative net CO production as net CO destruction. The net diffusive transport rate is defined 

as the volumetric source due to diffusion, which is defined as the divergence of the diffusive flux of CO 

and the number density of CO is calculated based on 
𝑁𝐴⋅𝜉𝐶𝑂⋅𝜌

𝑀𝐶𝑂
. The cutline of z = 4.5 cm was chosen, 

since the core temperature difference between the rectangular and Gaussian heat source shape is the 

largest at this cutline.  

(a)  

 

(b) 

 
(c) 

  

(d)     

 
    

Figure 6. Comparison of temperature, net CO production rate, net diffusive transport rate of CO, and CO number density 

between the Gaussian and rectangular heat source shape, as a function of radial position, on a cutline of z = 4.5 cm for 1200 

W and 10 slm. 
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As can be seen from Figure 6 (a), the absolute values of temperature are somewhat sensitive to the shape 

of the heat source, as more power is deposited in a smaller region for a Gaussian shape (red) compared 

to a rectangular shape (black), while the temperature decay shows similar profiles. This change in 

temperature leads to changes in the reaction rates and consequently in the transport of species. Figure 

6 (b) shows that when a Gaussian profile is employed (red), the net CO production rate is clearly higher 

around r = 5 mm compared to the rectangular shape. The strong increase in net CO production rate at 

around 5 mm leads to more CO diffusion out of this region, as can be seen from Figure 6 (c). Most of 

this CO diffuses to the center of the reactor (r < 4 mm), whereas net transport to the edge of the domain 

(r > 7 mm) is almost identical. As can be seen from Figure 6 (d), the number density of CO is clearly 

lower in the center of the plasma for a Gaussian heat source shape (red). The CO that is produced at the 

edge of the plasma (around 5 mm) diffuses to the center of the reactor. As can be seen from Figure 6 

(b), with a Gaussian shape (red) the net CO destruction rate (defined as negative net CO production 

rate) in the center is clearly higher. At the edge of the reactor (>10 mm), the number density of CO is 

nearly identical. This is the region where CO can be convectively transported outward. Indeed, as can 

be seen from Figure 6 (b), at the edge (>10 mm) no CO is produced nor destroyed. The net reaction 

rates and net transport rates are extensively analysed in sections 3.6 - 3.8 below. In conclusion, in the 

entire domain, both the net CO production rate (5 mm < r < 8 mm) as well as the net CO destruction 

rate (r < 4 mm) are stimulated locally, when using a Gaussian heat source shape compared to a 

rectangular one. However, as there is similar net transport to the edge of the reactor (r > 10 mm) for 

both heat source shapes, this results in nearly identical conversion. 

Most importantly, the temperature profile, net CO production rate profile and net diffusive transport 

rate profile are very similar when comparing both heat source shapes (so mainly their absolute values 

differ). This shows that even for small deviations in the heat source shape compared to reality, our 

model can effectively capture the phenomena that play an important role in determining both the 

temperature and conversion effectively. Furthermore, it shows that conclusions drawn from our model 

using the rectangular heat source shape, in terms of the importance of diffusion and where CO is 

produced, are valid, even in case of deviations in the shape of the heat source. 

It needs to be noted that the deviation in heat source shape considered here is limited, since we adhere 

to the measured plasma dimensions. Viegas et al. reported that optical contraction, at pressures below 

150 mbar, might cause an underestimation in the width of the heat source by a factor of 1.6 [54]. The 

effect is not reported at higher pressure, but was considered in the SI, section S.8, for the sake of 

completeness. Furthermore, it is known that SST models are sensitive to boundary conditions for both 

the specific dissipation rate and the turbulent kinetic energy, and the influence of both parameters at the 

inlet is discussed in the SI, section S.9 [55]. 

We decided to apply the rectangular function along the axial direction, for all conditions investigated, 

since this function aligns best with the temperature profiles measured by d’Isa et al., while adhering to 

their measured plasma dimensions and total deposited power [7].   
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3.3. Where does the CO2 conversion happen in the plasma reactor? 

Several recent studies suggested that the CO2 conversion in plasmas may occur solely at the plasma 

edges [20, 22, 23, 33]. Most recently, Kotov et al. predicted that the radial diffusion of both CO and O 

atoms drives conversion in CO2 plasma, based on their 1.5 D model [33]. To verify whether indeed the 

CO2 conversion occurs in the plasma edges, and to explain the underlying reason, we plot in Figure 7 

the temperature profile within the reactor (left) and the net CO production rate (right), for 1500 W, 1 

atm and 10 slm. The net CO production rate is defined as the sum over the net rates of all CO production 

reactions minus all CO destruction reactions. 

 

Figure 7. Temperature profile (left) and net CO production rate profile (right) for 1500 W, 1 atm and 10 slm.  

As can be seen in Figure 7, there is only net CO destruction in the center of the plasma. The majority 

of net CO production occurs at the plasma edges of the MW reactor, where significant chemical non-

equilibrium occurs. Van Alphen et al. previously calculated the fluid velocity and temperature profile, 

based on the assumption of LTE for the same plasma reactor, using these profiles as input for a 1D 

chemical kinetics model (only taking convection into account), and they found that the production and 

destruction rates are balanced in the plasma when temperatures exceed 4000 K [22]. However, due to 

diffusion of C atoms in the radial direction, we observe net CO production at temperatures around 5000-

5500 K and net destruction in the plasma core. Hence, temperature is not the only important factor 

determining net CO production, but net species transport is also very important; it causes the net rates 

to be non-zero in the plasma, as can be seen in Figure 7, as well as in the Supplementary Information 

section S.10. Kotov et al. previously plotted the net CO2 source, as well as the CO2 sink, and found 

similar profiles in their model, for this reactor, whilst not accounting for the swirl flow [33]. A detailed 

spatial analysis of the net reaction rates and net transport rates for these conditions (10 slm and 1200 

W, corresponding to an SEI of 1.65 eV molecule-1) will be given below.  
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3.4. Diffusion is the main driver of conversion in MW CO2 plasmas. 
Murphy et al. indicated that the LTE approximation is not sufficient to determine the local composition 

in plasmas with multiple chemical elements [56]. The concentrations of chemical species vary non-

uniformly across the plasma due to differences in diffusion velocities among species in MW CO2 

plasmas. Nevertheless, CO2 plasmas are often assumed to be in LTE (e.g., spectroscopic measurements 

based on LTE assumption, and chemistry calculations for LTE conditions) [15, 22, 23, 57]. A more 

detailed discussion on why the LTE assumption is not valid is added in the SI, section S.10.  

Species transport is determined by both diffusion and convection (cf. equation 8 above). We can 

estimate the influence of diffusion on the conversion by running our model, only ignoring molecular 

and turbulent diffusion, while still considering convective transport of species. Molecular diffusion is 

ignored by reducing the molecular diffusion constants to 1% of their original value, turbulent diffusion 

is ignored by setting the Turbulent Schmidt number to 400 (cf. equation 17), and consequently, the 

diffusive flux is reduced below 1% of its original value. Further lowering of both the molecular and 

turbulent diffusion led to computational instabilities.   

Figure 8 displays the difference in calculated conversion for the model where all physics considered are 

fully coupled (FC; black) and when diffusion is neglected (ND; red), using the same temperature and 

velocity profiles. 

 

 

Figure 8 Comparison between the calculated CO2 conversion for the model where all physics considered are 

fully coupled (FC; black) and when neglecting diffusion (ND; red), the red values should be judged relatively to 

the black data points.  

As can be seen from the large difference between black and red data points in Figure 8, diffusion is 

undoubtedly the main driver for conversion in MW CO2 plasmas. The computations where diffusion is 

neglected are representative for the fraction of CO2 conversion driven by convective transport in the 

model where all physics considered are coupled. 
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In other words, the fraction of conversion driven by convective transport is much lower than the fraction 

driven by diffusion. The importance of diffusion indicates the importance of solving models in higher 

dimensions, rather than 1D. Kotov et al. previously indicated the need for higher dimensional modelling 

of CO2 microwave plasmas [33]. 

As previously discussed, net CO production occurs predominantly at the plasma edges. Therefore, when 

diffusion is not considered, at identical flow rates, the conversion increases with increasing SEI, due to 

the radial expansion of the plasma, which is dependent on the input power (plotted in the SI, section 

S1, Figure S1a). Indeed, a larger fraction of the gas is treated when the plasma expands radially. Note 

that when diffusion is considered, particles migrate back and forth between the cold edge and the hot 

plasma core. 

Intuitively, convective transport is expected to account for a larger fraction of conversion at higher flow 

velocities. The cooling rate is calculated based on the substantial derivative along the axial direction, 

which represents the rate of change in temperature which species experience when moving with the gas 

flow along the axial direction. The cooling rate is in the order of 104-105 K s-1 in the afterglow, except 

right after the heat source, where values of 106 K s-1 are reached, for all calculated conditions. After the 

steep temperature drop right after the plasma, temperatures are still sufficiently high to sustain chemical 

reactions. Increasing the flow rate does not increase the cooling rate substantially enough to increase 

quenching. Furthermore, when diffusion is not considered at higher flow rates, a higher fraction of the 

gas stays at the edge of the reactor, resulting in less gas passing through the hot zone, resulting in lower 

conversion compared to lower flow rates, when diffusion is not considered.  

In conclusion, diffusion is fast enough to disrupt chemical equilibrium in the MW CO2 plasma, locally 

altering the concentration of reagents and consequently influencing the reaction rates. Radial diffusion 

leads to retention of the formed CO, as will be discussed in detail in sections 3.5 and 3.6. We will 

perform a spatial reaction analysis in the radial direction for both CO and O (in sections 3.5 and 3.6, 

respectively) for the thermo-chemical model, presenting their net production rates, based on all 

reactions considered in the model, which will provide detailed insight into the mechanisms driving CO2 

conversion. Furthermore, the effects of turbulent diffusion and turbulent heat transfer on the conversion 

and temperature profile will be discussed in section 3.7. 

3.5. Radial reaction analysis and radial transport of CO molecules 
Figure 9 presents the different components governing conservation of mass (cf. equation 8) of CO at 

steady state, i.e., the net reaction rates, the net diffusive transport rate, and the net convective transport 

rate of CO, as a function of radial position, for an axial position of 55 mm (i.e., the plasma center). Note 

that the net rates do not provide information about the importance of the individual (forward or 

backward) reactions, i.e., when both forward and backward reaction rates are very large, the net rate 

will be small. Nevertheless, the net rate is most important as it determines the net production or 

destruction of species. Hence, Figure 10 provides information not only about net spatial transport, but 

also about which reaction is the dominant driver for either net CO production or destruction at that 

position. The sign of the transport is chosen so that positive values indicate transport into that region, 

whereas negative values indicate transport out of that region. The sign of the reaction rates is chosen so 

that positive rates. correspond to net CO production, and negative rates correspond to net CO 

destruction.  
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Figure 9. Calculated net reaction rates of reactions involving CO, as well as the net convective and diffusive transport rates, 

as a function of radial position, at an axial position of 55 mm, for 10 slm, 1200W (corresponding to an SEI of 1.65 eV molecule-

1) and 1 atm. The sign of the reaction rates is chosen so that positive values correspond to net CO production, and a positive 

sign for the transport corresponds to CO being transported into that region. 

As can be seen from Figure 9, the rates follow a ‘wave’ like pattern, driven by the variation in 

temperature, as well as the variation in the concentration of species participating in the reactions locally. 

A similar dependence was observed by Maerivoet et al. for the oxidative CO2 reforming of methane 

[58]. 

In the plasma core, with a radial position up to 3 mm, CO is provided almost exclusively by radial 

diffusion from the plasma edge (i.e., radial position 3-8 mm), as is apparent from the high values of net 

diffusive transport in this region (black dashed line). There is also net convective transport in this region, 

but the net convective transport of CO is negligible, to ensure conservation of mass, since there is a 

negligible CO concentration gradient (cf. equation 8) in the z-direction at 55 mm (i.e., the plasma center) 

and the r-velocity of the gas becomes negligible in the plasma core (cf. equation 8).  

The temperature in the plasma core is so high (cf. Figure 4) that CO is dissociated into C and O or O2, 

by the backward reactions of R6 and R3 respectively, with R6 being the main driver for CO dissociation. 

Reaction R2 also proceeds in the backward direction, resulting in net CO2 production in the plasma 

core, which reacts away immediately by R1, at steady state. In the plasma core, the C atoms are 

exclusively formed by the backward reactions of R3 and R6. The formed C atoms diffuse very fast 

along the r-direction (up to 72 m s-1), and at 4 mm (where temperatures between 5000-5500 K are 

reached), they react back with O2 by R3, producing again CO (and O atoms) in the plasma edge (see 

Figure 10). However, since all C atoms are created by dissociation of CO (by means of backward R3 
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and R6), diffusion of C atoms can only cause additional conversion upon reacting with CO2 according 

to R5, which does not occur.  

Once the temperature has sufficiently dropped, i.e., around a radial position of 4.5 mm, reaction R1 

(i.e., the direct dissociation of CO2) becomes the dominant driver for net CO production, but is partially 

balanced by the backward reaction of R2. However, from a radial position of ca. 5 mm, R2 also starts 

to contribute to net CO production, hence it proceeds in the forward direction. Between ca. 3 and 7.5 

mm, there is net CO production (cf. also Figure 7 (b) above), which diffuses largely to the plasma center 

and in part to the reactor edge (cf. dashed line in Figure 10), where it recombines with O atoms, mainly 

by the backward reaction of R1, effectively forming CO2 again. However, not all CO can recombine 

with O atoms, as will be explained in more detail in section 3.6. 

A small part of the formed CO diffuses further into the cold gas stream at the edge of the reactor (beyond 

a radial position of 10 mm), where the chemistry is frozen. In contrast, all net convective transport 

happens to the center (symmetry axis) since the velocity in the r-component is exclusively negative. 

Therefore, some of the CO that diffuses to the cold gas stream will be transported along the z-direction 

and back into the plasma edge by convection. To illustrate this, we plot the entire gas velocity profile 

and the different velocity components in SI (section S.11, figure S.16 and S.17, respectively). At the 

edge of the reactor, i.e., at a radial position of 8-12 mm, the net transport towards the center by 

convection is balanced by the net diffusive transport towards the edge (cf. Figure 10). The balance 

between the inward net convective transport and outward net diffusive transport makes that the cold gas 

at the reactor edge at this axial position contains low molar fractions (2-3%) of CO (cf. Figure 8 above).  

In conclusion, our analysis reveals that net CO production occurs mainly at a radial position of 3-6 mm, 

and that most of it diffuses radially toward the plasma core, where it is dissociated due to the high 

temperatures. The fraction of CO that is effectively recovered, and which is the driver of the CO2 

conversion, is produced in the lower temperature region, at a radial position of ca. 6-8 mm, upon 

reaction of CO2 + O (R2). In the outer region, beyond 10 mm, net diffusion outward is balanced by net 

convective transport inward due to the swirling flow. The CO present in the outer gas stream is then 

transported axially with the gas flow to the reactor outlet. 

3.6. Radial reaction analysis and radial transport of O atoms 
It is clear from section 3.5 that the conversion of CO2 is driven by reactions involving O atoms, and 

thus, we also need to understand their net production rates and net radial transport rates. Figure 10 

displays the different components governing the conservation of mass of the O atoms at steady state, 

i.e., their net reaction rates, their net diffusive transport and net convective transport, as a function of 

radial position, for an axial position of 55 mm (i.e., the plasma center). The sign of the transport is 

chosen so that positive values indicate net transport into that region, whereas negative values indicate 

net transport out of that region. The sign of the reaction rates is chosen so that positive rates correspond 

to net O production, and negative rates correspond to net O destruction. 
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Figure 10 Calculated net reaction rates of reactions involving O atoms, as well as the net convective and diffusive transport 

rates, as a function of radial position, at an axial position of 55 mm, for 10 slm, 1200 W and 1 atm. The sign of the reaction 

rates is chosen so that positive values correspond to net O atom production, while a positive sign for the transport corresponds 

to O atoms being transported into that region. Note that R2, R4 and R6 are written in the backward direction in the legend, as 

compared to Table 1, hence the notation “b”. 

Net O atom production occurs in the entire plasma and at the plasma edge. In the center of the plasma, 

the backward reactions of R6 and R4 (i.e., direct dissociation of CO and O2) are the main drivers for 

net O atom production. O2 in the center of the plasma is produced by the backward reaction of R3, but 

instantly decomposes according to the backward reaction of R4, so that the molar fraction of O2 is 

negligible inside the plasma. R3 and R4+R2 are not completely balanced, indicating that the additional 

O2 is provided by net diffusion towards the center.  

The O atoms produced in the center diffuse towards the plasma edge (see dashed line in Figure 10), 

where more O atoms are produced, primarily by R3 and R1. In this region, the temperature is still high 

enough to dissociate O2 directly, yet most O2 will recombine with CO, to form CO2 and O atoms, by 

the backward reaction of R2. The O atoms produced in this region diffuse further to the edge of the 

reactor (see dashed line), leading to additional net CO production when the O atoms collide with CO2, 

by R2.  

Note that Kotov et al. reported, based on 0D calculations, that most O atoms recombine to O2 [33], but 

our model reveals that the direct recombination of O to O2 by R4 is of minor importance. Instead, the 

O atoms that diffuse towards the reactor edges react with CO2 according to R2, until about r = 8.5 mm. 

At larger radial distances, R2 becomes negligible because of too low temperature at the edge of the 

reactor. We can consider a small portion of the O atoms “trapped” in O2, which is not reactive anymore 

at r = 9.5 mm. Consequently, when all remaining O atoms recombine with CO into CO2 by the backward 

reaction R1 in the region r = 7-10 mm, not all CO has been destroyed, allowing a portion of CO to 

diffuse into the cold gas stream, as explained in previous section. 
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In earlier work, Bongers et al. hypothesized that radial diffusion of O atoms improves the CO2 

conversion by stimulating R2, and that otherwise the O atoms diffuse further towards the reactor edges, 

where they recombine into O2 through R4 [57]. Similarly, den Harder et al. also suggested that the O 

atoms radially diffuse out of the plasma center and reach the cold CO2 stream at the reactor edges, where 

they form additional CO [18]. However, our study reveals that the radial diffusion of O atoms 

contributes to CO2 conversion closer to the plasma (i.e., at a radial position of 5 - 8 mm) instead of at 

the reactor edges, by the reaction of O + CO2 (R2), whereas at r = 8 – 10 mm, they recombine with CO 

that diffuse to the reactor edges, forming CO2 again (i.e., backward reaction of R1). The CO molecules 

that recombine with O atoms at r = 8.5 mm would otherwise be transported to the outlet by convection 

at the reactor edges. In other words, according to our model, there is net diffusive transport of O atoms 

radially out of the plasma center, contribute to more CO2 conversion by reacting with CO2 molecules 

(producing more CO) at radial positions between 5 and 8 mm, but in addition, they also recombine with 

CO into CO2 again, further near the reactor edges, between r = 8 and 10 mm, thus reducing the net CO2 

conversion.    

In literature, several authors proposed R4 as the dominant recombination reaction for O atoms, based 

on 0D calculations or a more qualitative assessment of the reactions [7, 33, 57]. However, our model 

predicts that R4, i.e., recombination of O atoms into O2, is negligible at plasma height, and 

recombination of O atoms with CO (via the backward reaction of R1) is dominant. This insight can only 

be obtained from a 2D thermo-chemical model which properly accounts for transport of species. 

In conclusion, net radial diffusion of O atoms is almost exclusively to the edge of the reactor. Radially 

diffused O atoms that react with CO2 according to R2 lead to O being ‘trapped’ in O2 and additional net 

CO production in a temperature region where O2 is stable. This allows radially diffusing CO molecules 

to reach the cold gas stream at the edge of the reactor, without recombining with O to CO2 according to 

R1. 

  



24 
 

3.7. Importance of turbulence in the CO2 MW plasma 

3.7.1 Turbulence increases with higher flows 

To the best of our knowledge, the effects of turbulence in a CO2 MW plasma reactor have not been 

investigated in detail. Therefore, in what follows, we present exclusively theoretical results that have 

not been experimentally validated yet. As previously stated in the introduction, not all multi-

dimensional models account for turbulence [5, 15, 26]. The turbulent intensity is used to gauge whether 

a flow is turbulent and is defined as [59]: 

𝐼𝑇𝑢𝑟𝑏 =
√

2

3
𝑘

𝑈𝑟𝑒𝑓
   (Eq. 26)  

 

With Uref the reference velocity, defined as the maximum velocity magnitude (equal to 5.9 m s-1 for 10 

slm and 12.9 m s-1 for 40 slm at 1500 W). Figure 11 shows the relative turbulent intensity for 10 slm 

and 40 slm, at 1500 W and 1 atm.  

 

 

Figure 11. Relative turbulent intensity comparison between 10 slm (left) and 40 slm (right) at 1500W and 1 

atm. The end of the heat source is indicated by the black dashed line. 

As can be seen in the figure, the relative turbulent intensity is considerably smaller at lower flow rates 

(10 slm) compared to higher flow rates (40 slm). At higher flow rates, the relative turbulent intensity 

increases drastically, especially after the plasma. The sharp rise in relative turbulent intensity and 

consequently in turbulent kinetic energy at the end of the heat source (representing the plasma; 

(indicated with a black dashed line)) can have a strong influence on the temperature profile in plasma 

reactors. Alternatively, we can estimate the importance of diffusion by plotting the ratio of turbulent 
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net diffusive flux of CO2 over the total net diffusive flux of CO2 (i.e. the sum of net turbulent diffusive 

flux and net molecular diffusive flux), as presented in % in Figure 12. 

 

Figure 12. Relative importance of turbulent diffusion compared to the total diffusion of CO2, expressed in %as a 

percentage, for 10 slm (left) and 40 slm (right), both at 1500 W. The end of the heat source is indicated by the 

black dashed line. 

As can be seen in Figure 12, at lower flow rates (10 slm) and thus higher SEI (2.07 eV molecule-1), 

turbulent diffusion of CO2 becomes clearly less important than at higher flow rates (40 slm) and thus 

low SEI (0.52 eV molecule-1). Moreover, even at 40 slm, turbulent diffusion becomes negligible 

compared to molecular diffusion in the hot plasma zone, since the kinematic viscosity increases with 

temperature. This reduces the amount of turbulence in the hot region of the plasma reactor.  
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3.7.2 Effect of turbulence on the temperature profile in the reactor 

Wang et al. accounted for the heat dissipation by turbulence by artificially extracting heat out of the 

reactor, and in this way their model was able to reproduce the measured temperature profiles quite well 

[5]. We now estimate the effect of turbulent mixing on the temperature within the plasma, as well as in 

the afterglow, by comparing laminar flow, defined here by numerically neglecting turbulent heat 

transfer and turbulent diffusion, while taking the turbulent viscosity in the momentum equation into 

account on the mesh described in section S.2.2, with the SST turbulence model. The turbulent heat 

transfer and turbulent diffusion are neglected, by defining the Schmidt number and the Prandtl number 

as 105, effectively making the turbulent diffusion coefficient (cf. equation 17) and the turbulent thermal 

conductivity (cf. equation 23) negligible. 

Figure 13 compares the temperature profile along the symmetry axis, calculated for laminar and 

turbulent flow, for 10 and 40 slm, both at 1 atm and 1500 W. The turbulent intensity is plotted in Figure 

11, for both 10 slm and 40 slm, indicating that the turbulent heat transfer and turbulent diffusion will 

be most notable at higher flow rates.  

  

Figure 13. Comparison of temperature profile along the symmetry axis for laminar (black) and turbulent (SST; 

red) flows, at 1 atm, 1500 W, 10 slm (left) and 40 slm (right). The end of the heat source, and thus the start of 

the afterglow, is indicated by the vertical dashed line (blue). 

As can be seen in Figure 13, the temperature only changes negligibly for the lower turbulence case (10 

slm), while it changes notably at higher turbulence (40 slm), for the same 1500 W heat source defined 

in the SI, section S.1. We can see that the addition of turbulence increases the cooling rate in the 

afterglow (i.e., beyond the blue vertical dashed line) at higher flow rates. The drop in both core plasma 

temperature and afterglow temperature plasma, indicate that turbulence can be important for calculating 

temperature profiles in CO2 MW plasmas at higher flow velocities. The difference between the 

temperature profiles in the afterglow is a direct consequence of the heat transfer due to turbulence, 

which results from the increased turbulent thermal conductivity as well as the difference in the heat of 

reactions due to turbulent diffusion and the altered temperature profile. Since the relative turbulent 

intensity at plasma height is highest at the edge of the fluid domain, a larger increase in turbulent heat 

transfer is expected at the edge of the fluid domain at plasma height. The r-component of the molecular 

thermal conductivity and of the turbulent thermal conductivity are plotted in Figure 14. 
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Figure 14 r-component of the effective mean molecular thermal conductivity (left) and of the turbulent thermal 

conductivity (right), at 40 slm, 1 atm and 1500 W, solved with the SST turbulence model. 

As can be seen from Figure 14 (right), the turbulent thermal conductivity is small in the center of the 

quartz tube at plasma height, and becomes significant at the edge of the fluid domain, effectively 

increasing the total thermal conductivity of the fluid by an order of magnitude in this region. The 

increased thermal conductivity, especially at the edge of the fluid domain, allows for significantly faster 

heat transport out of the plasma core towards the edges of the fluid domain. This is the main route for 

heat dissipation out of the modelled domain. The net outflow of energy through the quartz tube for the 

laminar flow at 40 slm and 1500 W is equal to 40 W, whereas for SST turbulent flow under the same 

conditions, the net outflow of energy through the quartz wall is 240 W, while the residual heat of the 

mixture is dissipated through the outlet. Hence, under these conditions, roughly 16% of the energy 

supplied to the plasma is dissipated through the wall of the quartz tube. Therefore, not accounting for 

turbulent heat transfer may lead to an overestimation of the gas temperature in the afterglow, as 

observed in literature [5, 27]. 

After the plasma, the turbulent thermal conductivity becomes important in the center of the quartz tube 

as well. We hope that in the future, the afterglow temperature can still be measured, to validate the 

impact of the turbulent heat flux on the temperature profile. 
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3.7.3 Effect of turbulence on species transport 
Turbulent effects are a direct consequence of the gas flow field in the reactor, highlighting the need for 

coupled solutions of the plasma behavior and gas fluid dynamics when modelling plasma reactors, 

especially at higher flow rates. Firstly, as presented in Table 3, we compare the measured conversion 

with the conversion calculated from our laminar model, defined in section 3.7.2, and the conversion 

calculated from our turbulent model, in both simulations all physics considered in the model are 

coupled, the laminar model only neglects turbulent heat transfer and turbulent diffusion. 

Table 3. Comparison between the experimental and calculated conversions, both neglecting 

turbulent heat transfer and turbulent diffusion (named laminar), and by a thermo-chemical 

model considering turbulence. The calculated values that are within error of the experiment are 

indicated in green, while the black values are outside the experimental error margin. The 

calculated values that differ from the experimental values by more than twice the error are 

indicated in red. Experimental data provided by D’Isa et al. [7].  

Flowrate 

(slm) 

SEI 

(eV molecule-1) 

Conversion 

Laminar (%) 

Conversion 

Turbulent (%) 

Conversion 

Experiment (%) 

10 0.83 6.9 7.2 6.8 +/- 1.6 

10 1.25 8.9 9.1 9.4 +/- 1.6 

10 1.66 9.7 9.7 11.5 +/- 1.6 

10 2.07 10.6 10.6 13.0 +/- 1.6 

20 0.62 4.7 5.4 4.7 +/- 1.6 

20 1.03 7.8 9.2 5.3 +/- 1.6 

40 0.52 4.6 5.7 3.2 +/- 1.6 

40 0.72 6.5 7.6 4.8 +/- 1.6 

40 0.83 7.6 8.3 6.3 +/- 1.6 

 

As can be seen from Table 3, turbulence increases the calculated conversion compared to when 

turbulent heat transfer and turbulent diffusion are ignored (the laminar model). The difference in 

conversion becomes more pronounced with increasing flow velocity, as is expected from the relative 

turbulent intensity shown in Figure 11. However, including turbulent diffusion leads to an 

overestimation of the conversion compared to the experimental values at higher flow rates. This result 

suggests that our model overestimates turbulent diffusion at higher flow rates. On the other hand, and 

more importantly, it also suggests that increasing turbulence within the reactor may improve the 

conversion, opening interesting perspectives for future work.  

To assess the influence of turbulent diffusion on the chemistry, turbulent diffusion is ignored for an 

identical temperature field. Figure 16 illustrates the net reaction rates, the net diffusive transport, and 

the net convective transport of CO, as a function of radial position, for an axial position of 55 mm, at 

40 slm, 1500 W and 1 atm, with (a) and without (b) turbulent diffusion for identical temperature fields. 

Separating these strongly coupled physics allows us to gain insight into how turbulent diffusion can 

improve conversion. However, when evaluating whether stronger turbulence may improve conversion 

in an experimental system, these physics should be coupled, as is presented in Table 3. 
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(a) 

 

(b) 

 

Figure 15 Calculated net reaction rates of reactions involving CO, as well as the net convective and diffusive 

transport rates, as a function of radial position, at an axial position of 55 mm, for 40 slm, 1500 W and 1 atm. 

The sign of the reaction rates is chosen so that positive values correspond to net CO production, while a positive 

sign for net transport corresponds to CO being transported into that region. Turbulent diffusion is considered in 

(a) and ignored in (b). Both figures are very similar up to r = 9 mm, showing that turbulent diffusion does not 

affect the plasma chemistry, but above r = 9 mm, net convective transport is higher in (a), demonstrating that 

CO is transported into the cold outer gas stream by turbulent diffusion, and this is responsible for the difference 

in calculated CO2 conversion. 

As can be seen from Figure 15, until roughly 2 mm, we observe negligible deviations in the reaction 

rates and net transport rates between (a) and (b). Indeed, since the temperature field is kept identical in 

both simulations, only the difference in the concentration of the reactants due to turbulent diffusion can 

induce differences in the reaction rates. This does not occur, since the kinematic viscosity increases 

significantly with temperature, reducing the amount of turbulence in the system in the hot regions of 

the reactor, as observed in the turbulent intensity plot (Figure 11). Hence, the effect of turbulent 

diffusion on the plasma chemistry is negligible. From 2-9 mm, some deviations in the reaction rates are 

observed for an identical temperature field, due to a difference in concentration of the species partaking 

in the reactions. Due to turbulent diffusion, more CO2 is transported into the plasma edge, whereas more 

CO and O2 are transported out of the plasma region.  More importantly however, near the reactor edges, 

i.e., at r = 9 – 12 mm, CO is transported into the cold outer gas stream by turbulent diffusion in (a), 

whereas this does not occur in (b) where turbulent diffusion is ignored. This small difference in net 

transport leads to a 75% relative increase in computed conversion when comparing both simulations 

(i.e., from 3.2%, when not accounting for turbulent diffusion, based on identical temperature fields, to 

5.6% when solving fully coupled). These simulation results indicate that turbulent diffusion is important 

for transporting CO radially into the cold gas stream. This is also illustrated in SI section S.12, where 

Figure S.18 depicts the difference in mole fraction of CO between the laminar and turbulent solution 

near the reactor outlet is plotted, showing up to 4% lower mole fraction in the laminar solution, due to 

the absence of turbulent diffusion. Hence, we postulate that the higher conversion for turbulent flow is 

attributed to the additional net transport of CO into the cold gas stream by means of turbulent diffusion. 

In conclusion, based on our results we hypothesize that increasing the turbulence in a MW CO2 plasma 

reactor may improve the conversion by transporting the formed CO to the cold gas stream at the edge 

of the reactor by means of turbulent diffusion, after which it is convectively transported to the outlet.   
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4. Conclusions 
For the first time we developed a 2D axisymmetric thermo-chemical flow model, incorporating 

turbulent fluid dynamics, heat transfer, transport of species and plasma chemistry, for a MW CO2 

plasma reactor, to gain more insight into the fundamental mechanisms of CO2 conversion. We 

specifically investigated the effects of transport of species, as well as turbulence, on various plasma 

properties, such as the temperature profile, plasma composition, and the CO2 conversion. We validated 

our model against experimental values of CO2 conversion and plasma temperature, illustrating 

reasonable agreement, certainly keeping in mind that our model does not use any fitting parameters. 

We demonstrate the need for fully coupling all the physics taken into account in the model and 

chemistry. Specifically, we stress that deviations in chemical equilibrium make the assumption of LTE 

in CO2 MW plasma invalid. Indeed, there are significant deviations in calculated mole fraction spatial 

profiles with or without accounting for transport of species.  

Our model also predicts that the CO2 conversion happens at the plasma edges. Specifically, net radial 

diffusion of O atoms towards the plasma edges promotes the CO2 conversion by the reaction of O + 

CO2. However, some O atoms also diffuse further to the reactor edges and recombine with CO, forming 

CO2 again, thereby reducing the net CO2 conversion.  

Finally, we also investigated the effect of turbulence by comparing laminar and turbulent flow solutions. 

We found that for the current geometry, without nozzle, at 40 slm, the increased heat transfer by 

turbulence, transports heat to the reactor edges, thereby significantly increasing the cooling in the 

afterglow. The turbulent thermal conductivity becomes dominant at the reactor edges, allowing for more 

efficient energy transfer to the quartz tube, which leads to lower temperatures in the afterglow. Last but 

not least, we show that turbulent diffusion could be an important driver for transporting CO into the 

cold gas stream at the reactor edges for turbulent flows, after which it is convectively transported to the 

outlet. However, it must be realized that these are only theoretical model predictions, that have not yet 

been validated experimentally. 

Hence, our model reveals that if turbulent effects can be further enhanced, by changing the reactor 

design or the gas flow dynamics, the removal of produced CO out of the plasma edges would be further 

promoted, thus further increasing the overall CO2 conversion. 
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S.1. Plasma size measurements as a function of input power 
The plasma size is adopted from the experiments at 1 bar and 20 slm and applied in the model for all 
different flow rates. Both the length and width of the plasma are almost independent of flow rate. 

(a) 

 

(b) 

 
Figure S.1. Plasma width (a) and length (b) as digitized from measured data by D'Isa for 1 bar and 20 slm (blue 
squares) [1] compared to interpolation used in the model to describe the heat source based on the input power 
(red). 

The values of X and Y of figure 2 in the main paper correspond with the plasma width and length for a 
given input power presented in Figure S.1. We applied an interpolation function to present the plasma 
size in each dimension for the given input powers, since the dependence on flow rate is negligible. For 
the full experimental work, we refer to [1].  Note that an increase in plasma power leads to an increase 
in the volume of the heat source, and consequently, deposited power and power density are not directly 
proportional. 
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S.2. Meshing of the simulation domain 
S.2.1. 3D Mesh 

The 3D mesh consists of 17,792,576 mesh elements, of which 15,910,456 are tetrahedral elements, 
1,882,120 are prisms, 198,312 are triangles 3400 are quads, 340 are edge elements and 10 are vertex 
elements. The mesh size is illustrated in Figure S.2. 

 
Figure S.2. Mesh plot of the 3D fluid domain, representing the mesh size. 

The mesh was refined by reducing the maximum and minimum element size by 50% until negligible 
(<1%) changes in maximum velocity in the reactor were obtained, and the maximum element size was 
set to be 0.4 mm and the minimum element size to 0.1 mm.  

S.2.2. 2D axi-symmetric mesh 
The 2D axisymmetric mesh consists of 1,034,434 mesh elements, of which 983,714 are triangles, 
50,720 are quads, 8523 are edge elements and 9 are vertex elements.  The mesh size is illustrated in 
Figure S.3. 

 
Figure S.3. Mesh plot of the 3D fluid domain, representing the mesh size of the region where the mesh size transitions. 

From Figure S.3 it is apparent that the mesh is too dense to plot at once, the inlet region of the mesh 
was plotted, to show the mesh density. The mesh was first refined by reducing the maximum and 
minimum element size by 50% until negligible changes (<1%) in global variables (e.g., maximum 
temperature, maximum velocity magnitude and conversion) were observed. The mesh was further 
refined until negligible changes in local values (local reaction and transport rates) were observed. 

The region from the inlet to an axial position of 16 cm has a finer mesh, with the maximum mesh 
element size set to 0.0772 mm and the minimum mesh element size set to 2.9 × 10-4 mm. The longest 
heat source at 2400 W is well below 10 cm as can be seen from Figure S.1 (b). The afterglow region to 
the outlet is meshed with the maximum element size set to 0.189 mm and the minimum element size 
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set to 2.18 × 10-3 mm. In the afterglow the temperature gradients are significantly less steep, requiring 
a less dens mesh. 

Finally, in order to validate whether our mesh is fine enough to resolve the boundary layer near the 
wall, we used the distance to the cell center in viscous units, which is less than 0.5 for all of our 
simulation results, as suggested for modelling the low-Reynolds formulation of the boundary layers in 
[2]. 
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S.3. Thermophysical properties of the quartz tube 
Figure S.4 presents the thermal conductivity (left) and the heat capacity (right) of the quartz tube, as a 
function of temperature.  

 
Figure S.4. Thermophysical properties of the quartz tube as a function of temperature: thermal conductivity 

(left) and heat capacity (right). 

Nearly all multi-dimensional CO2 models from literature do not solve for surface-to-ambient radiation 
(e.g., [3-6]). In contrast to these models, we considered surface-to-ambient radiation in our model, by 
employing the Stefan-Boltzmann law at the HA-boundary (see Table 2 of the main paper) in the 2D 
axisymmetric model. We found that applying the surface-to-ambient radiation at the AH boundary 
significantly reduces the gas temperature at the edges of the fluid domain (BG). This is due to more 
efficient heat dissipation through the quartz wall out of the simulation domain compared to only 
convective heat loss at this boundary, as can be seen in Figure S.5 

 
Figure S.5. Axial temperature profile at the HA boundary for different emission coefficients, for 10 slm, 1500 W and 1 atm. 

The reported surface emissivity for quartz tubes varies in literature from 0.67-0.95 [7-9]. We applied a 
surface emissivity of 0.75 in our model. As can be seen from Figure S.5, higher values of this coefficient 
have a negligible effect on the gas temperature near the quartz wall. The temperature variation between 
the inner and outer boundary of the quartz tube is never more than 25 K for the conditions under study. 
Generally, one could take the temperature at the edge of the fluid domain as a proxy for the temperature 
at the edge of the simulation domain and avoid modelling the quartz tube. 
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S.4. Turbulent viscosity and SST variables  
The turbulent viscosity, μT used in Eq.5 in section 2.2 of the main paper is defined as [10]: 𝜇் = 𝑎ଵ𝑘max (𝑎ଵ𝜔, 𝑆𝑓௩ଶ) (1) 

 

With 𝑓௩ଶ, a blending function, defined as: 𝑓௩ଶ = tanh(𝜃ଶଶ)  (2) 𝜃ଶ = 𝑚𝑎𝑥 ቀ ଶ√௞ఉబ∗ఠ௟ೢ , ହ଴଴ ఓఘఠ௟మೢ ቁ  (3) 
With S the measure of the strain rate and 𝑙௪ the distance closest to the wall.  𝛽଴∗ is a model constant. 
The model constants are defined through an interpolation function:  ∅ =  𝑓௩ଵ∅ଵ + (1 − 𝑓௩ଵ)∅ଶ for  ∅ = 𝛽, 𝛾,𝜎௞ ,𝜎ఠ (4) 
 

Furthermore, the blending function 𝑓௩ଵ is defined as: 𝑓௩ଵ = tanh(𝜃ଵସ)  (5) 𝜃ଵ = 𝑚𝑖𝑛 ቂ𝑚𝑎𝑥 ቀ √௞ఉబ∗ఠ௟ೢ , ହ଴଴ ఓఘఠ௟మೢ ቁ , ସఘఙഘమ௞஼஽ೖഘ௟మೢ ቃ  
 

(6) 

𝐶𝐷௞ఠ = max ൬2𝜌𝜎ఠଶ𝜔 ∇𝜔 ⋅ ∇𝑘, 10ିଵ଴൰ (7) 

 

The constants for the model used in equation 1-7 are β* = 0.09, a1= 5/9, β1 = 3/40, σωl = 0.85, σωl = 0.5, 
a2 = 0.44, β2 = 0.0828, σk2 = 1 and σω2 = 0.856, taken from Menter et al. [11]. For further information 
on the SST model, we refer to [2, 10].  

 

S.5 NASA polynomials for the different species 
The thermophysical properties for each species are determined using the nine-term NASA Glenn 
polynomials which are valid up to 20 000 K [12]. The equations for the polynomials are as follows:  

 𝐶௣°(𝑇) = 𝑅 ቀ𝑎ଵ𝑇ିଶ + 𝑎ଶ𝑇 + 𝑎ଷ + 𝑎ସ𝑇 + 𝑎ହ𝑇ଶ + 𝑎଺𝑇ଷ + 𝑎଻𝑇ସቁ (8) 𝐻°(𝑇) = 𝑅𝑇 ቆ−𝑎ଵ𝑇ିଶ + 𝑎ଶ ln𝑇𝑇 + 𝑎ଷ + 𝑎ସ 𝑇2 + 𝑎ହ 𝑇ଶ3 + 𝑎଺ 𝑇ଷ4 + 𝑎଻ 𝑇ସ5 + 𝑏ଵ𝑇 ቇ (9) 𝑆°(𝑇) = 𝑅 ቆ−𝑎ଵ 𝑇ିଶ2 − 𝑎ଶ𝑇 + 𝑎ଷ ln𝑇 + 𝑎ସ𝑇 + 𝑎ହ 𝑇ଶ2 + 𝑎଺ 𝑇ଷ3 + 𝑎଻ 𝑇ସ4 + 𝑏ଶቇ (10) 

 

With 𝐶௣°(𝑇) the molar heat capacity at constant pressure, at temperature T, 𝐻°(𝑇) the molar enthalpy 
at temperature T relative to the molar enthalpy at 0 K, and 𝑆°(𝑇) the entropy at temperature T, all for 
standard state. The standard state, denoted with °, refers to the standard state of the ideal gas at 1 atm. 
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S.6. Calculation of the thermal conductivity and dynamic viscosity of species i: 
Equation 11 represents the calculation of the thermal conductivity of species i [13]: 𝑘௠,௜ = 2.669 × 10ି଺ ඥ்ெ೔×ଵ଴యఙ೔మஐೖ × ଵ.ଵହ஼೛,೔ା଴.଼଼ோ೒ெ೔   

 
(11) Ω௞ =  ௕భ(்∗)್మ + ௕య௘௫௣(௕ర்∗) + ௕ఱ௘௫௣(௕ల்∗) + ସ.ଽଽ଼∙ଵ଴షరబఓವ,೔ర௞మ್்∗ఙ೔ల ,    𝑇∗ = 𝑇 ఌ೔௞್   (12) 

 

With the characteristic length of the Lennard-Jones potential represented by 𝜎௜  and the dimensionless 
collision integral indicated by Ω௞. 𝐶௣,௜ the heat capacity at constant pressure of the individual species, 𝑀௜ the molar mass of the individual species and 𝑅௚ is the ideal gas constant. In equation 12, 𝑏௫ are 
empirical constants, 𝜇஽,௜  is the dipole constant of species 𝑖 (D), 𝜀௜ is the potential energy minimum 
value (J) and 𝑘௕ is Boltzmann’s constant (J K-1).  Finally, 𝜇 and 𝜌 also depend on the chemical 
composition. The former is calculated using: 𝜇 =  ∑ ఓ೔ଵା భೣ೔ ∑ ௫ೕథ೔ೕ೙ೕసభ,ೕಯ೔௡௜ୀଵ ,   𝜙௜௝ = (ଵା(ఓ೔ ఓೕ)⁄ బ.ఱ(ெೕ ெ೔⁄ )బ.మఱ)మ൫ସ √ଶ⁄ ൯൫ଵାெ೔ ெೕ⁄ ൯బ.ఱ   

(13) 

𝜇௜ = 2.669 × 10ି଺ ඥ்ெ೔×ଵ଴యఙ೔మஐವ   (14) 

Ω஽ =  ௕భ(்∗)್మ + ௕య௘௫௣(௕ర்∗) + ௕ఱ௘௫௣(௕ల்∗) + ସ.ଽଽ଼×ଵ଴షరబఓವ,೔ర௞మ್்∗ఙ೔ల ,   𝑇∗ = 𝑇 ௞್ఌ೔   (15) 

With 𝑥௜  is the molar fraction, 𝜇௜  the dynamic viscosity of species 𝑖, Ω஽ the dimensionless collision 
integral and 𝜌 the density [13].  
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S.7. Full experimental dataset compared to the modelled range. 
As discussed in section 3.1 of the main paper, our model is not yet able to reproduce the CO2 conversion 
in the full experimental range of SEI values. Figure S.6 presents the full SEI range, as provided by D’Isa 
et al. [1]. 

 
Figure S.6 Full experimental dataset as presented by D'Isa et al. [10], compared with the conditions modelled in the main 

paper. 

Our model was not validated for 100 slm flow rate, since the observed conversion is in the order of 
magnitude of the error bars, and furthermore, no temperature measurements were provided for this flow 
rate. As discussed in section 3.1 of the main paper, higher SEI measurements could not yet be 
reproduced by our model, due to reactions persisting until the end of the simulation domain.  
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S.8. Sensitivity analysis heat source expanded 
It was reported by Viegas et al. that optical contraction can happen in CO2 plasmas below 150 mbar. 
The effect is not reported at higher pressures, and Vialetto et al. showed that at 250 mbar, the normalized 
electron number density and emission intensity profile overlap; nevertheless possible optical 
contraction  is considered here [14]. Viegas et al. suggested a scaling factor of 1.6 when assessing the 
size of the plasma, that is, the measured width should be multiplied by 1.6 to get the actual plasma 
width. In our model, the plasma is approximated as a heat source, and therefore, the heat source width 
is multiplied by 1.5 for identical input power of 1500W at 10 slm and 40 slm. The corresponding power 
deposition profiles are plotted in Figure S.7. 

 
Figure S.7. Heat source profile according to measured data (left) and radially expanded by a factor 1.5 (right) 

As can be seen from figure S.8 expanding the power deposition profile by a factor 1.5 actually increases 

 correspondence with the experiment, as the core temperature drops, which reduces our overestimation 
of the temperature. The conversion decreases from 10.6% to 10.4% and is thus clearly less sensitive to 
this change.  
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Figure S.8. Temperature profile for original heat source (left) and radially expanded heat source (right) for 10 slm and  

1500 W. 

However, expanding the heat source at higher flow rates actually results in the gas not being heated 
efficiently. It should be noted that the temperature scale in Figure S.9 (right) was adapted for clarity.  

 
Figure S.9. Temperature profile for original heat source (left) and radially expanded heat source (right) for 40 slm and  

1500 W. 

Clearly, at 40 slm, drastic changes in the heat source have a significant effect on both temperature 
profile and conversion, since the temperature does not increase sufficiently enough to dissociate CO2 at 
40 slm, 1500 W for the broader heat source. Therefore, we can conclude that even though fitting the 
heat source might lead to better agreement with experiment in some conditions, we adhere to the 
measured plasma dimensions, assuming optical contraction is irrelevant at higher pressure. 
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S.9 Sensitivity analysis for the initial turbulent intensity 
It is known from literature that Menter’s SST models are sensitive to the boundary conditions for the 
specific dissipation rate (𝜔) [11]. Our models fully resolve the boundary layer using a low-Reynolds 
formulation at the wall, which is consistent with the no-slip condition. This is checked based on the 
distance to the cell center in viscous units, as suggested in [2]. The outlet boundary condition is 
sufficiently far away from the heat source in the model and is therefore assumed to have limited effect.  

Lastly, at the inlet both k and 𝜔 need to be specified. These results might affect the results further in 
the domain.  Both k and 𝜔 can be averaged over the φ-direction analogous to the velocity (see section 
2.1 of the main paper), and the results over the inlet for 40 slm are plotted in figure S.10. 

 
Figure S.10. Turbulent kinetic energy (left) and specific dissipation rate (right) for 40 slm at the inlet of the 2D domain, 

derived by averaging over the phi-direction in the 3D model. 

  

Alternatively, a value for k (0.005 m2 s-2) and 𝜔 (20 s-1) can be chosen at the inlet, as is done in the main 
paper. This means that both the turbulent kinetic energy and the turbulent dissipation rate vary over two 
orders of magnitude at the inlet. We compare both methods at the highest flow rate, which corresponds 
to the strongest turbulence. Figure S.11 shows the relative turbulent intensity for the chosen values (left) 
and the interpolated values from the 3D model (right). 

 
Figure S.11 Comparison of relative turbulent intensity for fixed values of k and 𝜔 (left) and for the interpolated values 

(right) for 40 slm and 1500 W. 
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As can be seen in Figure S.11, the turbulent intensity profiles are somewhat different for both cases. 
This results in variations in the core plasma temperature, however, as discussed in the main paper 
(section 3.2) and in the SI section S.8, significant deviations in the temperature profile are required to 
really affect the conversion. Moreover, as discussed in section 3.7.3 of the main paper, turbulence needs 
to be significantly enhanced to promote conversion, as indicated by Table 3 of the main paper. The 
temperature profile is plotted for 40 slm and 1500 W in Figure S.12.  

 
Figure S.12 Comparison of temperature profile for fixed values of k and 𝜔 (left) and for the interpolated values (right) for 40 

slm and 1500 W. 

As can be seen in the figure, there is a strong drop in core plasma temperature when the interpolated 
values for k and 𝜔 are employed (right). Nevertheless, as discussed in section 3.2 of the main paper, 
the conversion shows only limited sensitivity with respect to the temperature profile. Moreover, as 
discussed in section 3.5 of the main paper, all C atoms are created by dissociation of CO, and diffusion 
of C atoms can only cause additional conversion upon reacting with CO2 according to R5, which does 
not occur. The core plasma temperature, which determines the dissociation rate of CO, is thus of lesser 
importance, as shown in section 3.2 of the main paper. Moreover, at lower flow rates, as well as at 
higher SEI, the effects become significantly less pronounced, as plotted in Figure S.13. 
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40 slm – 2100W 

 

10 slm – 1500 W 

 
Figure S.13. Comparison of temperature profile for fixed values of k and 𝜔 (left) and for the interpolated values (right), 

for 40 slm and 2100 W (top) and for 10 slm and 1500 W (bottom). 
 

As can be seen in Figure S.13, when increasing the SEI at the highest flow rate (40 slm), the differences 
in temperature profile become less pronounced, whereas at the highest SEI condition and the lowest 
flow rate (10 slm), the differences are completely negligible.  

All conclusions in the main paper are thus valid for both values of the turbulent kinetic energy and the 
specific dissipation rate at the inlet. The fixed values for turbulent kinetic energy and specific dissipation 
rate are used in the main paper, since computationally, they converge to a solution more easily.  
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S.10 There is no chemical equilibrium and LTE in CO2 MW plasma: Need for 
coupling all physics within the model 
In LTE, the plasma's local composition depends solely on temperature and pressure [15, 16]. To 
evaluate the validity of the LTE approximation, we disregarded transport of species in our model, for 
the same gas flow velocity and temperature profiles, and hence, the temperature and pressure are kept 
identical. Diffusion is neglected by reducing all diffusion coefficients (cf. equation 12) to 1% of their 
original value, while turbulent diffusion is neglected by setting the turbulent Schmidt number (cf. 
equation 18) to 106 (the turbulent Schmidt number of a single species does not exceed 1.7 in any of the 
modelled conditions), and finally convective transport of species is ignored by setting the gas velocity 
in equation 8 to zero.   

Figure S.14 shows the calculated mole fractions of the various species, when solving the thermo-
chemical model (solid) and when neglecting transport (dashed), on a radial cutline taken at an axial 
position of 55 mm (i.e., the plasma center), for 1200 W, 10 slm and 1 atm. Note that the exact axial 
position for analyzing the molar fractions is not important, as long as it is within the plasma core, since 
the gradients in the z-direction are negligible, at least when we assume a rectangular function for the 
heat source along the axial direction. However, the gradients in the z-direction become important in the 
afterglow region.  

 
Figure S.14. Comparison of calculated molar fractions of the various plasma species along a radial cut line at z = 55 mm, for 

1200 W, 10 slm and 1 atm, for a solution where all physics considered in the model are fully coupled of the model (solid) 
and when transport of species is neglected (dashed). 

As discussed above, within the LTE approximation, the local plasma composition does not depend on 
the transport of species. However, Figure S.14 shows that when transport of species is neglected, the 
molar concentration profiles differ strongly from the solution where all physics considered in the model 
are fully coupled. Consequently, LTE is not obtained, due to deviations in chemical equilibrium.  

Indeed, to achieve chemical equilibrium in a CO2 plasma, transport (predominantly diffusion) processes 
must be significantly slower than the reaction kinetics. When the total rate of all forward reactions in 
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which a species participates, is identical to the total rate of all backward reactions, chemical equilibrium 
is obtained. However, if the formed species is transported away before the backward reaction can take 
place, no chemical equilibrium is obtained. Hence, the difference between the solid and dashed lines in 
Figure S.14, i.e., with and without transport of species, clearly demonstrates that transport is important, 
and fast enough to disrupt chemical equilibrium. 

Diffusion is fast enough to disrupt chemical equilibrium in the MW CO2 plasma, because the large 
temperature gradient along the radial direction (cf. 6(a) of the main paper) results in large concentration 
gradients, promoting diffusion. Only between 6 and 8 mm, the LTE mole fractions correspond roughly 
with the mole fractions obtained with the solution where all physics considered in the model are fully 
coupled. However, as will be illustrated in section Figure S.15 below, there is still net production and 
transport in this region, indicating that also here chemical equilibrium is not obtained. In summary, it 
is clear that solving the transport of species, which drives the chemical non-equilibrium, is key in 
accurately assessing the CO2 conversion. In the next section, we will evaluate the importance of 
transport by diffusion vs convection.  

This discrepancy in mole fractions is sufficient evidence that LTE is not valid, and the influence of 
transport phenomena on the net rates, that are discussed in section 3.5 and 3.6 of the main paper, might 
not be as apparent.  

Therefore, Figure S.15 shows the different components governing conservation of mass (cf. equation 8 
of the main paper) of CO for steady state conditions, when neglecting transport, as a function of radial 
position, for an axial position of 55 mm (i.e., the plasma center). As transport phenomena are not taken 
into account, only the net reaction rates are plotted, because the net diffusive and convective flux of CO 
are zero. This figure should be compared with Figure 9 in the main paper, where transport is taken into 
account. 

 
Figure S.15. Calculated net reaction rates of reactions involving CO atoms, neglecting transport, as a function of radial 
position, at an axial position of 55 mm, for 10 slm, 1200 W and 1 atm. The sign of the reaction rates is chosen so that 
positive values correspond to net CO production. The scale of the y-axis is kept the same as in Figure 9, for a 1-on-1 

comparison. 
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As is apparent from Figure S.15, chemical equilibrium is reached when transport phenomena are 
neglected, because the net reaction rates are (close to) zero. There are very small deviations from zero, 
due to the numerically small diffusion.  Moreover, by comparing to Figure 9 in the main paper, it is 
clear that species transport, mainly diffusion, is important in determining local net production rates. 
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S. 11 Flow velocity lines and velocity components 
Figure S.16 shows the flow lines in 3D across the 2D axisymmetric domain, with the temperature 
plotted on a cut plane through the center, for 10 slm, 1200 W and 1 atm. 

 
Figure S.16. Flow lines with uniform density and the temperature profile for 10 slm, 1200 W and 1 atm. 

The flow lines are spaced with uniform density, and the figure illustrates that the flow speeds up after 
the plasma and that the swirl is maintained after the plasma. Figure S.17 depicts the different velocity 
components for 10 slm, 1200 W and 1 atm.  
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Figure S.17. Velocity components for 10 slm, 1200 W and 1 atm. 

As can be seen in Figure S.17, the swirl flow is still present even after the plasma, and the z-velocity in 
the reactor is almost exclusively positive. Most importantly, the r-velocity is exclusively negative in the 
reactor, apart from a small region near the inlet. Hence, all convective transport is towards the symmetry 
axis of the reactor.  
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S.12 Mole fraction analysis 
Figure S.18 shows the difference in CO mole fraction between the laminar and turbulent flow solution, 
near the reactor outlet. Positive values mean a higher CO mole fraction in the laminar flow solution, 
while negative values correspond to a lower CO mole fraction.  

 

Figure S.18. Difference in mole fraction of CO between the laminar and turbulent solution near the 
outlet, at 1500 W, 40 slm and 1 atm. 

Only at the edge of the fluid domain, there is significantly less CO present in the laminar solution (about 
4%), and this result is a direct consequence of turbulent mixing at the edge of the domain. Turbulent 
diffusion causes more CO to diffuse into the cold gas stream at the edge of the reactor, where it can be 
transported out by axial convection.  
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