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Abstract

This paper investigates the possible benefits for counting atoms of different chemical nature when analysing multiple 2D scanning
transmission electron microscopy (STEM) images resulting from independent annular dark field (ADF) detector regimes. To reach
this goal, the principles of statistical detection theory are used to quantify the probability of error when determining the number
of atoms in atomic columns consisting of multiple types of elements. In order to apply this theory, atom-counting is formulated
as a statistical hypothesis test, where each hypothesis corresponds to a specific number of atoms of each atom type in an atomic
column. The probability of error, which is limited by the unavoidable presence of electron counting noise, can then be computed
from scattering-cross sections extracted from multiple ADF STEM images. Minimisation of the probability of error as a function
of the inner and outer angles of a specified number of independent ADF collection regimes results in optimal experimental designs.
Based on simulations of spherical Au@Ag and Au@Pt core-shell nanoparticles, we investigate how the combination of two non-
overlapping detector regimes helps to improve the probability of error when unscrambling two types of atoms. In particular, the
combination of a narrow low angle ADF detector with a detector formed by the remaining annular collection regime is found to
be optimal. The benefit is more significant if the atomic number Z difference becomes larger. In addition, we show the benefit of
subdividing the detector regime into three collection areas for heterogeneous nanostructures based on a structure consisting of three
types of elements, e.g., a mixture of Au, Ag and Al atoms. Finally, these results are compared with the probability of error resulting
when one would ultimately use a pixelated 4D STEM detector and how this could help to further reduce the incident electron dose.

1. Introduction

The aberration-corrected electron microscope has become a
powerful tool for the characterisation of complex nanostruc-
tures as it enables the acquisition of two-dimensional atomic
resolution images of a sample under investigation [1]. High
angle annular dark field scanning transmission electron mi-
croscopy (HAADF STEM) arises as one of the favourable
imaging modes because of the direct interpretation of the image
contrast in terms of chemical composition and thickness [2]. In
addition to a visual interpretation, the availability of high preci-
sion measurements of the materials’ structure parameters is an-
other crucial factor for a better understanding of the structure-
property relationship. This requires advanced quantitative anal-
yses for which a statistical parameter estimation framework can
be used [3–6]. Over the past years, many quantification proce-
dures have been developed to determine thickness or compo-
sition from HAADF STEM images [7–9]. For the interpreta-
tion of the image intensities, many of these methods make use
of the so-called scattering cross-section, which corresponds to
the total intensity of scattered electrons by an atomic column
[10, 11]. The scattering cross-section is a useful parameter for
the quantitative interpretation of HAADF STEM images as it
is sensitive to the number of atoms and the atom type while it
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is robust to experimental parameters such as small sample mis-
tilts, defocus, lens aberrations and source coherence [12, 13].
In many applications within the statistical parameter estima-
tion framework, either the number of atoms in homogeneous
nanostructures [14–16] or the chemical composition of hetero-
geneous structures with known or constant thickness were de-
termined [17, 18]. To extend the atom-counting methodology
to heterogeneous nanoparticles, one needs additional informa-
tion to unscramble both the type and number of atoms. It was
shown by van den Bos et al. [19] that prior knowledge concern-
ing the shape of a core-shell nanoparticle can help to determine
both the chemical composition and the number of atoms in a
Ag-coated Au nanoparticle. However, prior knowledge will not
always be available and the question is then whether it would
be possible to characterise heteronanostructures without using
any prior knowledge?
For this purpose, multimode atomic resolution annular dark
field (ADF) STEM might be a solution during which STEM
images are acquired from different detector regions [20]. The
recent development of pixelated detectors provides a great flex-
ibility here, since it enables the reconstruction of multiple con-
ventional STEM images from several arbitrary detector regimes
with varying inner and outer angles, without the need for pre-
configured fixed detector angles [21–25]. Indeed, with a pixe-
lated detector, for each probe position the two dimensional con-
vergent beam electron diffraction pattern is recorded resulting
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in a 4D dataset. By applying annular detector masks to the 2D
diffraction patterns, multiple STEM images can be extracted si-
multaneously from the 4D dataset. Such a multimode approach
is dose-efficient and has been proven to be useful to retrieve dif-
ferent materials’ properties simultaneously [25–28].
Before quantifying any structure parameters from multiple an-
nular detector geometries, deriving the optimal detector design
can significantly improve the precision with which the struc-
ture parameters can be determined. In the present work, we
will derive optimal multiple angular detector regimes for which
the number and type of atoms can be estimated with the high-
est precision. For this purpose, we will use the principles of
statistical detection theory [5, 29, 30] to quantify the probabil-
ity of error when unscrambling the type and number of atoms
in mixed columns. The probability of error will be computed
for the scattering cross-sections extracted from multiple ADF
STEM images. The optimal inner and outer angles of a spec-
ified number of independent ADF collection regimes will be
derived by minimising this probability of error as a function of
the detector angles. The probability of error of the optimal de-
tector settings will be compared with the probability of error
that one could ultimately obtain by analysing the full dark field
region of the 4D STEM dataset.
The organisation of the paper is as follows. In section 2, de-
tection theory and the probability of error are discussed for the
scattering cross-section from a single detector, scattering cross-
sections from multiple detectors, and for the full dark field re-
gion of the 4D dataset. In section 3, an overview is given of the
investigated cases to unscramble the number and type of atoms.
Next, the results of the probability of error study will be pre-
sented for these different cases in section 4. Finally, in section
5, the results are further discussed and a conclusion is drawn.

2. Statistical detection theory

In this section, statistical detection theory will be introduced
in order to quantify the probability to miscount the number of
atoms, to misidentify the type of atoms, and/or to misidentify
the 3D arrangement of atoms in a column. In this theory, the
studied problem is formulated as a statistical hypothesis test,
where each hypothesis corresponds to a possible outcome. In
our study, we want to differentiate between multiple hypotheses
corresponding to different numbers of atoms and column com-
positions. The total number of hypotheses is denoted as M and
therefore we want to decide among M possible hypotheses:

{H0,H1, . . . ,HM−1}. (1)

The goal is now to quantify the probability of assigning the
wrong hypothesis, i.e. the probability of error, which is de-
scribed by the following formula in a Bayesian approach:

Pe =

M−1
∑

i=0

M−1
∑

j=0

Ci jP(Hi|H j)P(Hi), (2)

where

Ci j =















1 i , j

0 i = j
(3)

and where P(Hi|H j) is the conditional probability of decid-
ing Hi when H j is true. In this manner, all possible errors
are weighted appropriately to yield an overall error measure.
Decision rules are defined such that this probability of error is
minimised. When assuming equal prior probabilities for each
hypothesis, P (Hi) = 1/M, it is shown that we should decide
Hk if

p (w;Hk) > p (w;Hi) ∀i , k. (4)

In this expression p (w;Hi) is the conditional probability func-
tion assuming Hi to be true evaluated for the observation w.
The exact expression for the probability functions will be dis-
cussed for the three different measures that will be used as a
criterion to count the number of atoms and identify the type
of atoms in a projected atomic column: scattering cross-section
from a single ADF detector, scattering cross-sections from mul-
tiple independent ADF detectors, and the dark field region of a
4D STEM dataset. The three different measures are visualised
in Fig. 1.

Figure 1: Three different measures (a) scattering cross-section from a single
annular detector with varying inner or outer angle up to a maximum of 250
mrad (b) two scattering cross-sections from two independent non-overlapping
detectors; the inner angle of the first detector and the outer angle of the second
detector are fixed at 21 mrad and 250 mrad respectively and the common angle
between the two detectors is varied, (c) the full dark field of the 4D dataset.

2.1. Scattering cross-section from a single ADF detector

The stochastic variable that describes the scattering cross-
section from a single ADF detector is denoted as:

wCS =

K
∑

k=1

L
∑

l=1















M
∑

m=1

N
∑

n=1

wklmn · Dmn















· dx2 (5)

where wklmn corresponds to the random variables describing the
pixel intensities of the 4D dataset for a finite incident electron
dose. The index kl denotes the probe position (xk, yl)T for a set
of KL probe positions, the index mn refers to the pixel position
in reciprocal space (gx

m, g
y
n)T for a set of MN pixels, and dx de-

notes the real space pixel size. Furthermore, Dmn represents an
annular detector function that is applied to each 2D CBED pat-
tern in order to extract a 2D STEM image from the 4D dataset.
This annular detector function Dmn is given by:

Dmn =















1, if m, n ϵ [Rin,Rout] of the annular detector

0, otherwise.
(6)
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Rin and Rout denote the inner and outer angle of the annular
detector, respectively. When assuming that the pixels in a 4D
STEM dataset are statistically independent electron counting
results, the observations will be modelled as a Poisson distri-
bution. Since a sum of independent Poisson distributed vari-
ables is known to be Poisson distributed, the pixel values in the
STEM image will be Poisson distributed as well [31], and the
variable

K
∑

k=1

L
∑

l=1















M
∑

m=1

N
∑

n=1

wklmn · Dmn















(7)

is therefore also Poisson distributed. The expected scattering
cross-section value equals:

EHi
[wCS ] =

K
∑

k=1

L
∑

l=1















M
∑

m=1

N
∑

n=1

λHi,klmn · Dmn















· dx2 (8)

=

K
∑

k=1

L
∑

l=1

λHi,kl · dx2 (9)

= λHi
· dx2 (10)

where λHi,klmn is the expectation value for the pixel values of the
4D dataset, λHi,kl denotes the expectation value for the STEM
image pixel intensity at the probe position (xk, yl)T , and the ex-
pectation value of the sum over the real space pixel values is
denoted by λHi

. Since this expectation will depend on which
hypothesis Hi is assumed to be true, also the probability func-
tion will depend onHi. These expectation values can be derived
from a simulated 4D dataset for a given atomic structure and
set of microscope parameters including a finite incident elec-
tron dose [32].
Since the multiplication of a Poisson distributed variable with a
constant is no longer Poisson distributed, the conditional prob-
ability distribution for a scattering cross-section taking into ac-
count the constant factor dx2, is then given by

p
(

ωCS ;Hi

)

=

(

λHi

)ωCS /dx2

(

ωCS

dx2

)

!
exp
(

−λHi

)

. (11)

This probability function describes the probability that the ob-
servation wCS is equal toωCS . From this expression for the con-
ditional probability function and Eq. (2), the probability of er-
ror can be computed analytically for the scattering cross-section
from a single ADF detector from the overlapping areas of the
conditional probability functions under the different hypothe-
ses. For overlapping areas, a wrong decision is made based on
the decision rule of Eq.(4), thus corresponding to the probabil-
ity of error. Details on the computation of the probability of
error for the scattering cross-section from a single ADF detec-
tor are provided by De Backer et al. [30].

2.2. Scattering cross-sections from multiple independent ADF

detectors

Analogous to the definition of the stochastic variable for
the scattering cross-section from a single ADF detector, the

stochastic variable for scattering cross-sections from multiple
independent ADF detectors can be defined. For simplicity,
the formulas will be introduced for two independent ADF de-
tectors, but can effortlessly be extended to multiple indepen-
dent ADF detectors. For two independent ADF detectors, the
stochastic variable is described by:

wCS
mult det =

[

wCS
D1 ,w

CS
D2

]T
(12)

where wCS
D j is the stochastic variable for the scattering cross-

section of a specific annular detector function j:

wCS
D j =

K
∑

k=1

L
∑

l=1















M
∑

m=1

N
∑

n=1

wklmn · D
j
mn















· dx2. (13)

For j = 1 and j = 2, independent annular detector regions
are selected with the annular detector function D

j
mn. In case of

multiple scattering cross-section values retrieved from differ-
ent non-overlapping detectors, the conditional joint probability
function is given by

p
(

ω
CS
mult det;Hi

)

=

2
∏

j=1

(

λHi,D j

)ωCS

D j
/dx2

(

ωCS

D j

dx2

)

!
exp
(

−λHi,D j

)

(14)

where λHi,D j indicates the expectation value of the sum over the
real space pixel values for detector D j.
Since we have a joint probability function, which is highly mul-
tidimensional, for the stochastic variable wCS

mult det for multiple
scattering cross-section values, it is not possible to simply, an-
alytically, compute the probability of error from the overlap-
ping areas of the conditional joint probability functions. In this
case, the probability of error can only be computed using mul-
tiple noise realisations under the different hypotheses. The ex-
pectation values for the scattering cross-sections correspond-
ing to the two independent detector regimes are extracted from
detailed simulated 4D datasets under the different hypotheses.
Next, for each hypothesis, 1000 Poisson distributed observa-
tions wCS

mult det were generated following the joint probability
function given by Eq.(14). For every noise realisation, hypoth-
esis Hk is decided following the decision rule given by Eq.(4).
From the fraction of wrong assignments, the probability of error
can then be computed.

2.3. Dark field region of a 4D STEM dataset

As a third measure to evaluate the probability of error for
counting atoms of different types, we introduce the full dark
field region of a 4D STEM dataset. Only the dark field region
of the 4D dataset is utilised in order to obtain a fair comparison
with the scattering cross-sections which are also only extracted
from the dark field detector regions, i.e. the inner angle of the
annular detector is larger than the probe convergence angle. In
this case, the stochastic variable can be described by:

w4D = [w1,1,1,1,w1,1,1,2,w1,1,2,1,w1,2,1,1,w2,1,1,1, . . . ,wK,L,M′,N′ ]T

(15)
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where wklm′n′ corresponds to the random variables describing
the pixel intensities of the full dark field region of the 4D
dataset. Important to note here is that the ‘primes’ on the in-
dices n′ and m′ indicate that in the CBED pattern only the pixel
values corresponding to the dark field region are selected as
compared to wklmn introduced in Eq.(5) where m and n corre-
spond to all pixels of the CBED pattern. The conditional joint
probability function for the dark field region of the 4D STEM
dataset can be expressed as

p
(

ω
4D
)

=

K
∏

k=1

L
∏

l=1

M′
∏

m′=1

N′
∏

n′=1

(λklm′n′ )ωklm′n′

ωklm′n′ !
exp (−λklm′n′ ). (16)

In this expression λklm′n′ corresponds to the expectation values
for the pixel intensities in the dark field region of the 4D STEM
dataset. Also for the dark field region of the full 4D dataset,
we have a joint probability function and we will generate noise
realisations under the different hypotheses to compute the prob-
ability of error. For this purpose here, and due to the large 4D
STEM dataset, for each hypothesis, 10 Poisson distributed ob-
servations are generated following the joint probability function
given by Eq.(16).

3. Simulation settings

An elaborate simulation study is performed for five different
case studies in order to investigate the probability of error de-
fined in Section 2. For this purpose, simulations of 4D datasets
are performed for:

(a) 40 hypotheses: pure Ag (Z=47) and Au (Z=79) atomic
columns up to 20 atom thick columns

(b) 20 hypotheses: different depth locations of a single Au
(Z=79) atom in a 20 atom thick Ag (Z=47) column

(c) 190 hypotheses: mixed atomic columns containing both
Ag (Z=47) and Au (Z=79) atoms with compositions that
can be expected for a Au@Ag core-shell nanoparticle up
to 20 atoms thickness

(d) 190 hypotheses: mixed atomic columns containing both Pt
(Z=78) and Au (Z=79) atoms with compositions that can
be expected for a Au@Pt core-shell nanoparticle up to 20
atoms thickness

(e) 990 hypotheses: mixed atomic columns containing Au
(Z=79), Ag (Z=47), and Al (Z=13) atoms with composi-
tions that can be expected for a layered Al-Ag-Au structure
up to 20 atoms thickness

These five case studies are visualised in Fig. 2. For each hypoth-
esis a full 4D dataset has been simulated with the MULTEM
software [32] using frozen phonon simulations for an aberration
corrected microscope. It should be noted that inelastic plasmon
excitations are not included in the simulations. These contri-
butions will be important for quantitatively matching simulated
and experimental intensity values at low scattering angles [33].
The simulations are performed for a crystal with thickness and

composition defined by each hypothesis. The simulation set-
tings are listed in Table 1. In order to use realistic Debye-Waller
B factors for the Au-Ag and Au-Pt mixed columns, molecu-
lar dynamics simulations were carried out at room temperature
using LAMMPS assuming core-shell nanoparticles [34, 35].
From these simulations, the mean squared displacements are
computed. The Debye-Waller B factor is then given by:

B =
8
3
π2⟨u2⟩ (17)

where ⟨u2⟩ is the mean squared displacement of an atom. The
atomic interactions were modelled using the EAM potentials
for Au, Ag, and Pt [36]. For the layered structure containing
three types of elements, the Debye-Waller B factors for bulk
materials at room temperature are used.
The probability of error is computed for the three different mea-
sures introduced in Section 2. For the scattering cross-sections
measurements, we evaluate and optimise the inner and outer
radii of a single and multiple annular STEM detectors in terms
of quantitatively determining the number and type of atoms in
an atomic column. The probability of error obtained for the
scattering cross-sections extracted from the optimal single or
two independent ADF detectors is also compared to the prob-
ability of error that we would obtain when ultimately utilising
the full dark field region of the 4D dataset. When optimising
two independent annular detectors, the inner angle of the first
detector and the outer angle of the second detector are kept fixed
at 21 mrad and 250 mrad respectively. The probability of error
is then computed as a function of a common angle x. For the
fifth case study, considering three different types of elements,
the possibility of subdividing the detector into more than two
independent detectors is investigated as well. In this case, the
first detector has a fixed inner angle of 21 mrad and varying
outer angle, the middle detector has both a varying inner and
outer detector angle, and the third detector has a fixed outer an-
gle of 250 mrad and a varying inner angle. The minimal angular
thickness of the middle detector is 2 mrad.
The actual numbers of the probability of error do not only de-
pend on the inner and outer annular detector angles but also on
the incident electron dose. Once the optimal design has been
derived, one can investigate the lowest possible incident elec-
tron dose for which the probability of error reaches an accept-
able value. Therefore, the probability of error will be computed
as a function of the incident electron dose for the three different
measures, using the optimal inner and outer detector angles for
the scattering cross-sections and for the full dark field region of
the 4D dataset.

4. Optimal experiment design to unscramble type and

number of atoms

4.1. Pure Au and Ag atomic columns

Before investigating the optimal experiment design of mixed
atomic columns, the probability of error was calculated in or-
der to distinguish between both the number and type of atoms
for pure Au and Ag atomic columns up to 20 atoms thickness.
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Figure 2: Illustration of the five case studies: (a) pure Au and Ag atomic
columns with varying thickness from 1 up to 20 atoms, (b) depth location of
a single Au impurity atom in a 20 atom thick column, (c) Au@Ag core-shell
nanoparticle compositions for 3 up to 20 atoms thick columns, (d) Au@Pt core-
shell nanoparticle compositions for 3 up to 20 atoms thick columns, and (e)
Au-Ag-Al core-shell compositions for 5 up to 20 atoms thick columns.

Different types of elements will result in a different scattering
distribution in the CBED patterns. Indeed, it is expected that
the scattering cross-section of a thicker Ag column coincides
with that of a thinner Au column complicating atom-counting
as compared to having only atomic columns of one type. In
Fig. 3(a) the results of the probability of error for the scattering
cross-sections resulting from a single or 2 independent detec-
tors are presented for an incident electron dose of 104e−/Å

2
.

When using the scattering cross-section from a single detector,
the suggested optimal angles are 31-250 mrad corresponding
to a probability of error of 12%. When using the scattering
cross-sections from two independent detectors, the probability
of error can be reduced significantly to almost zero percent. The
suggested optimal combination of independent detector rings is
given by 21-43 mrad and 43-250 mrad.
The probability of error is evaluated as a function of the incident
electron dose in Fig. 3(b) for the three different measures intro-
duced in Section 2. As expected, the probability of error de-
creases for an increasing electron dose for the three curves. If a
maximum probability of error of 5% would be taken as accept-
able, the required incident electron dose would be 4 · 104e−/Å

2

when using a single optimal ADF detector. This incident elec-
tron dose can be further reduced to 5 · 103e−/Å

2
based on the

scattering cross-sections of the optimal two independent annu-
lar detectors and to 103e−/Å

2
when exploring the full dark field

region of the 4D STEM dataset. These results clearly show the
potential benefit of analysing multiple 2D STEM images when
counting atoms in mixed columns.
In order to better understand the suggested optimal detector set-
tings and how the combination of scattering cross-sections from

Parameter Value

Zone orientation [110]
Acceleration voltage 300 kV
Defocus -17.184 Å
Spherical aberration 0.001 mm
Semi-convergence angle 20 mrad
Real space probe sampling distance 0.2 Å
Number of pixels in real space
(K × L) 15 × 21

Pixel size in reciprocal space 0.02 Å
−1

Number of pixels in reciprocal space
(M × N) 1400 × 1400
Maximal outer detector angle 276 mrad
Slice thickness 1.44 Å
Incident electron dose 104 e−/Å2

Debye-Waller B factor Au bulk 0.625 Å
2

Debye-Waller B factor Ag bulk 0.762 Å
2

Debye-Waller B factor Al bulk 0.833 Å
2

Debye-Waller B factor Au in Au@Ag NP 1.248 Å
2

Debye-Waller B factor Ag in Au@Ag NP 1.870 Å
2

Debye-Waller B factor Au in Au@Pt NP 1.324 Å
2

Debye-Waller B factor Pt in Au@Pt NP 1.826 Å
2

Table 1: Settings used for multislice simulations with MULTEM software.

a low angle ADF detector and medium angle ADF detector re-
duce the probability of error, the scattering cross-sections and
their probability distribution functions are highly informative.
The probability functions for the 40 hypotheses of the pure Ag
and Au atomic columns are shown in Fig. 4(a) for the opti-
mal single detector of 31-250 mrad under an incident electron
dose of 104e−/Å

2
. For both Au and Ag, there is a monotonic

increase for the scattering cross-sections. However, a signifi-
cant amount of probability functions is overlapping preventing
to identify the correct type and number of atoms for these hy-
potheses. Using two independent detectors, from which scatter-
ing cross-sections can be determined, results in a more unique
relation between the measurements, i.e. the combination of two
scattering cross-section values and the hypotheses in the study.
In order to visualise the removal of many of the overlapping
hypotheses, a scatter plot is constructed in which the scattering
cross-sections of the second detector are plotted as a function
of the scattering cross-sections of the first detector. For most
combinations of scattering cross-section values a unique value
is observed. It is important to note that we still have to take into
account the finite overlap of the probability functions which is
also visualised in this figure. Even then, most of the cases are
well-separated if the electron dose is sufficiently large, whereas
for scattering cross-sections from a single detector, many of the
Ag atomic columns do (completely) overlap with the thinner
Au atomic columns.
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Figure 3: Pure Ag and Au columns - (a) Probability of error as a function
of the outer angle of a single ADF detector with fixed inner angle (red), the
inner angle of a single ADF detector with a fixed outer angle (blue), and the
common angle x for two independent detectors (yellow) for an incident electron

dose of 104e−/Å
2

(b) Probability of error as a function of the incident electron
dose calculated for the optimal single ADF detector (blue), the optimal two
independent ADF detectors (yellow), and for the full dark field region of the
4D STEM dataset (green).

Figure 4: Pure Ag and Au columns - (a) Probability functions for the pure Au
and Ag atomic columns for a single detector ranging from 31-250 mrad. (b)
Scatter plot of the scattering cross-sections from the optimal two independent
detectors (D1 = 43-250 mrad and D2 = 21-43 mrad) for an incident electron
dose of 104e−/Å

2
illustrating the increased uniqueness as compared to the scat-

tering cross-sections of a single detector. To illustrate the overlap, the probabil-
ity functions are also plotted on the top and right axes.

4.2. Depth location of a single Au impurity atom

Subsequently, the research problem is extended to heteroge-
neous atomic columns. As a first step, the possibilities and
limitations to derive the depth location of a single Au impu-
rity atom in a 20 atoms thick Ag atomic column is investi-
gated. In this case, each hypothesis corresponds to one of 20
possible depth locations of the Au atom which is illustrated in
Fig. 2(b). It has been shown by van den Bos et al. [37] that
the scattering cross-sections are sensitive to the depth location
of a single impurity atom. However, the required incident elec-
tron dose is too high to avoid beam damage during the exper-
imental acquisition. Here, we investigate the possible benefit
of using scattering cross-sections resulting from the combina-
tion of two independent detectors. Similar to the results in sec-
tion 4.1, we evaluate the probability of error as a function of
the shared common angle x of two independent detectors and
the inner and outer angle of the single detectors, under an in-
cident electron dose of 104e−/Å

2
. The results are displayed in

Fig. 5(a). Under this incident electron dose, the combination

of two detectors (yellow curve) does not reduce the probabil-
ity of error significantly. Nevertheless, the optimal angles can
still be determined from this analysis. For the scattering cross-
section from a single ADF detector, the minimal probability of
error is observed for 31-250 mrad and for the combination of
two scattering cross-sections from the independent detectors,
the suggested optimal angles are 21-31 mrad and 31-250 mrad.
When evaluating the probability of error as a function of the
incident electron dose, shown in Fig. 5(b), the benefit of two
independent detector rings is clearly present at higher doses for
quantifying the depth location of a single Au impurity atom.
For example, under an incident electron dose of 106e−/Å

2
, the

probability of error decreases from 30% to only 5%. Besides,
the green curve in Fig. 5(b) illustrates that to obtain a probabil-
ity of error of 5%, the required incident electron dose can be
further reduced to 3 · 104e−/Å

2
if the dark field region of the

full 4D dataset can be employed. This observation makes the
4D dataset a promising tool to extract the depth location under
more realistic incident electron doses.
The suggested optimal detector settings derived from Fig. 5, can
be understood in a similar manner as the previous case for the
two types of pure atomic columns. In Fig. 6(a) and (b), scatter-
ing cross-sections are shown for the optimal detector regimes
ranging from 31-250 mrad and 21-31 mrad for an incident elec-
tron dose of 106e−/Å

2
. The single Au impurity atom is moved

from the top to the bottom of the Ag atomic column. Despite
the small variation in scattering cross-section value with depth
location, the different trends for those two detector regimes sug-
gest that the distinction of the different hypotheses is simplified
with the introduction of the second detector. This is further
confirmed by the scatter plot in Fig. 6(c), where the different
hypotheses are not overlapping. However, when taking into
account the finite incident electron dose, it is clear that some
combinations of hypotheses remain indistinguishable, whereas
other combinations clearly benefit from the presence of the sec-
ond detector.

Figure 5: Depth location of Au atom - (a) Probability of error as a function of
the outer angle of a single ADF detector with fixed inner angle (red), the inner
angle of a single ADF detector with fixed outer angle (blue), and the common
angle x for two independent detectors (yellow) for an incident electron dose of

104e−/Å
2

(b) Probability of error as a function of the incident electron dose
calculated for a single ADF detector (blue), two independent ADF detectors
(yellow), and for the full dark field region of the 4D STEM dataset (green).
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Figure 6: Depth location of Au atom - Scattering cross-sections as a function
of the depth location of a single Au atom in a 20 atom thick Ag atomic column
for (a) 21-31 mrad and (b) 31-250 mrad. (c) Scatter plot of the scattering cross-
sections from the optimal two independent detectors (D1 = 31-250 mrad and

D1 = 21-31 mrad) for an incident electron dose of 106e−/Å
2

illustrating the
increased uniqueness as compared to the scattering cross-sections of a single
detector. To illustrate the overlap, the probability functions are also plotted
on the top and right axes. The curves highlighted in red illustrate the second
detector helps to unscramble the hypotheses which are overlapping for the first
detector.

4.3. Au@Ag core-shell nanoparticle

The possible benefit of analysing scattering cross-sections
extracted from two independent detector regions were investi-
gated for two exploratory case studies in the previous sections.
Now, we will examine the advantage for a true heterogeneous
system. For this purpose, we consider hypotheses correspond-
ing to the atomic columns of a Au@Ag core-shell nanoparticle.
For this type of structure, the total number of atoms and the
number of Ag and Au atoms in the column varies. Since the
combination of two non-overlapping detector signals does not
provide any significant advantage to obtain the depth location
of the specific atom types using an incident electron dose of
104e−/Å

2
, we limited the number of hypotheses by assuming

that the Au core is located at the centre of the structure. The
thickness g of the atomic columns is varied from 1 up to 20
atoms. For a given thickness g > 2, the number of Au atoms of
the core is varied from 0 up to g − 2 as illustrated in Fig. 2(c).
In Fig. 7(a), the probability of error is evaluated as a function of
the detector angles for an incident electron dose of 104e−/Å

2
.

The probability of error values that are obtained here are higher
as compared to the first case in which the pure Ag and Au
atomic columns were considered. This can be easily under-
stood from the increased number of hypotheses and thus com-
plexity of the studied problem. However, for the hypotheses
corresponding to the core-shell structure, the advantage of us-
ing the scattering cross-sections from the detector pair is more
pronounced. The probability of error can be reduced from 73%
to 26% when the scattering cross-sections of the optimal combi-
nation of two independent ADF detectors are employed, rather

than the scattering cross-section from a single optimal ADF de-
tector. The suggested optimal angles for a single detector equal
27-250 mrad, while 21-27 mrad and 27-250 mrad are found as
the optimal angles for the detector pair. Fig. 8(b) illustrates that
the required incident electron dose can be reduced by a factor of
102 to reach a probability of error as low as 5%. Even a factor
of 103 can be gained for the incident electron dose, when the
dark field region of the full 4D dataset is utilized. However, it
is clear that the major improvement is introduced by the intro-
duction of the second independent detector region.
Also here, we will illustrate how we can understand the benefit
of using a second non-overlapping detector for unscrambling
the number and type of atoms in a Au@Ag core-shell nanopar-
ticle. Since we consider here 190 possible hypotheses, a sim-
plified representation will be used. In Fig. 8(a) and (b), the
scattering cross-section values are presented for the two inde-
pendent detectors (D1 = 27-250 mrad and D2 = 21-27 mrad)
for an incident electron dose of 104e−/Å

2
. In Fig. 8(b), each

decrease of dots corresponds to a decreasing Au/Ag ratio in the
mixed atomic column for a constant thickness. The total thick-
ness increases from 1 up to 20 from left to right in the figure.
This means that, for a constant thickness, the composition of
the mixed atomic columns can be distinguished from the scat-
tering cross-sections of the ADF STEM images with a detector
of 27-250 mrad. In Fig. 8(a), one can hardly identify the atomic
columns with varying Au/Ag ratio. However, one can still ob-
serve a monotonic increase with thickness. Therefore, this thin
annular detector can help to determine the thickness of mixed
atomic columns of different thicknesses which have the same
scattering cross-section values for the detector of 27-250 mrad.
To clarify this, hypotheses are selected for atomic columns with
varying thickness from 15 up to 20 atoms for which the scatter-
ing cross-sections are similar at the single optimal ADF detec-
tor ranging from 27-250 mrad. The selected hypotheses are in-
dicated by arrows and the corresponding atomic columns are il-
lustrated in the insets of Fig. 8(a) and (b). The probability func-
tions corresponding to those hypotheses are shown in Fig. 8(c)
and demonstrate that there is less overlap between the differ-
ent hypotheses for the 21-27 mrad detector clearly indicating
how this detector helps distinguishing the different hypotheses.
Also for another selection of hypotheses, which are overlap-
ping in one of the two detectors, the same reasoning can be
used. This explains how the combination of two detectors sig-
nificantly reduces the probability of error for characterising the
mixed atomic columns in terms of number and type of atoms.

4.4. Au@Pt core-shell nanoparticle

From the analysis of the Au@Ag core-shell nanoparticle hy-
potheses, it is clear that the use of scattering cross-sections
from two non-overlapping ADF detectors can be beneficial for
unscrambling the number and type of atoms in mixed atomic
columns. However, Ag and Au have significantly different
atomic numbers (ZAg = 47 and ZAu = 79). The question is
now whether the combination of two independent detector sig-
nals can also help for mixed atomic columns with closer atomic
numbers. To investigate this, the same hypotheses are consid-
ered corresponding to a spherical core-shell nanoparticle, where
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Figure 7: Au@Ag - (a) Probability of error as a function of the outer angle of
a single ADF detector with fixed inner angle (red), the inner angle of a single
ADF detector with fixed outer angle (blue), and the common angle x for two

independent detectors (yellow) for an incident electron dose of 104e−/Å
2
. (b)

Probability of error as a function of the incident electron dose calculated for a
single ADF detector (blue), two independent ADF detectors (yellow), and for
the full dark field region of the 4D STEM dataset (green).

Figure 8: Au@Ag - Scattering cross-sections as a function of different compo-
sitions and thicknesses for Au@Ag mixed atomic columns for detectors rang-
ing from (a) 21-27 mrad and (b) 27-250 mrad. (c) Probability functions for

the selected hypotheses for an incident electron dose of 104e−/Å
2

based on the
scattering cross-sections obtained from the two independent detectors.

the Ag atoms are now replaced by Pt atoms (see Fig. 2(d)). The
difference in atomic number is then only 1.
In Fig. 9(a), the probability of error as a function of the detec-
tor angles is shown for an incident electron dose of 104e−/Å

2
.

Compared to the analysis for the Au@Ag core-shell nanopar-
ticle and as expected, the probability of error is significantly
larger. The optimal settings are found at 29-250 mrad for the
scattering cross-section resulting from a single ADF detector.
For the scattering cross-sections from the detector pair, the anal-
ysis suggests 21-29 mrad and 29-250 mrad as the optimal an-
gles. In addition, a local minimum is found for 21-63 mrad and
63-250 mrad. The evaluation of the probability of error as a
function of the incident electron dose shows that the required
incident electron dose to reach a probability of error of the or-

der of 5%, can be reduced by a factor of 10 using two optimal
non-overlapping detectors. The required incident electron dose
can be further reduced by a factor of 103 when the dark field
region of the full 4D dataset is used. This result is comparable
to the probability of error analysis for determining the depth lo-
cation of a single impurity atom described in 4.2. In both cases,
the different hypotheses are difficult to distinguish because of
the small differences in scattering cross-section values and the
benefit of using two independent ADF detectors is only present
when using higher incident electron doses.
The results here can be understood in a similar manner as for
the Au@Ag example. Fig. 10(a) and (b) show the scattering
cross-section values for the hypotheses of the mixed atomic
columns under an incident electron dose of 106e−/Å

2
. How-

ever, because of the closely separated atomic numbers of Pt
and Au, the decrease in scattering cross-section with the de-
creased Au/Pt ratio for atomic columns of the same thickness is
less pronounced as compared to the observed decrease for the
Au@Ag atomic columns. The narrow detector, for which the
scattering cross-sections are increasing for decreasing Au/Pt ra-
tio, will now help to determine the composition of the atomic
columns which have a similar scattering cross-section value in
the detector with 29-250 mrad as detector angles. Fig. 10 shows
the probability functions for a set of 3 selected hypotheses with
a thickness of 20 atoms for both detectors. Although the sec-
ond detector will help, the large amount of overlap between the
probability functions, will limit the benefit as compared to the
Au@Ag example in terms of the probability of error even for
an incident dose of 106e−/Å

2
.

Figure 9: Au@Pt - (a) Probability of error as a function of the outer angle of
a single ADF detector with fixed inner angle (red), the inner angle of a single
ADF detector with fixed outer angle (blue), and the common angle x for two

independent detectors (yellow) for an incident electron dose of 104e−/Å
2
. (b)

Probability of error as a function of the incident electron dose calculated for a
single ADF detector (blue), two independent ADF detectors (yellow), and for
the full dark field region of the 4D STEM dataset (green).

4.5. Al@Au@Ag trimetallic nanostructure

Next, the validity of using a combination of multiple detec-
tors is assessed for the characterisation of multimetallic nanos-
tructures since many technologically attractive materials consist
of more than two types of elements [38, 39]. Here, a trimetallic
nanostructure consisting of Au, Ag, and Al atoms is consid-
ered, where the atomic number of Al (Z = 13) is significantly
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Figure 10: Au@Pt - Scattering cross-sections as a function of different compo-
sitions for Au@Pt mixed atomic columns with varying number of Au/Pt ratio
for detectors ranging from (a) 21-29 mrad and (b) 29-250 mrad. (c) Probability

functions for the selected hypotheses for an incident electron dose of 106e−/Å
2

based on the scattering cross-sections obtained from the two independent de-
tectors.

lower. For these mixed atomic columns, the possibility of de-
riving three independent detector regions is explored. For the
hypotheses of the trimetallic structure, a complex layered struc-
ture is considered, i.e. Al as the central layer, Au as the middle
layer, and Ag as the outer layer, as illustrated in Fig. 2(e). Also
here the total thickness g is varied from 1 up to 20 atoms. Both
bimetallic and trimetallic mixed atomic columns are included
in the set of hypotheses. For the bimetallic atomic columns,
the same set of hypotheses as in 4.3 is used. For the atomic
columns with three types of elements with a thickness g > 4,
the number of Al atoms is varied from 1 up to g − 4 , and the
number of Au atoms from 2 up to g − 3. This results in a total
of 990 hypotheses. This illustrates also the increasing complex-
ity of the possible combinations for multiple elements in the
atomic columns. Because of the large number of hypotheses,
only 100 noise realisations are considered for the computation
of the probability of error for the multiple detectors.
As a first step, the detector region is subdivided into only two
detectors to investigate its possible benefit for this trimetallic
nanostructure. Fig. 11(a) shows that optimal settings for the
combination of two detectors are found as 21-31 mrad and 31-
250 mrad. As compared to the probability of error that is ob-
tained for the scattering cross-section of a single detector, the
introduction of a second detector reduces the probability of er-
ror already 30% with 104e−/Å

2
as the incident electron dose.

Since one of the two detectors of this optimal detector pair in-
cludes only a narrow detector ring of 10 mrad, we will further
subdivide the detector of 31-250 mrad to explore whether the
probability of error can be further reduced by subdividing the
dark field region into three annular detectors. This result is
also displayed in Fig. 11(a). The optimum is found for frac-
tioning the detector into rings given by the following angles:

21-31 mrad, 31-35 mrad, and 35-250 mrad, reducing the prob-
ability of error further with 60%.
From the probability of error as a function of the incident elec-
tron dose, shown in Fig. 11(b), it is clear that the introduction
of the second detector has the largest impact in reducing the
dose. Nevertheless, a significant reduction in the required elec-
tron dose is observed with the subdivision into three detectors
to reach a probability of error as lows as 5%. The required elec-
tron dose can be further reduced when employing the full dark
field region of the 4D STEM dataset. Due to the large amount
of hypotheses, the probability of error has been computed for a
limited number of incident doses in this case.
The subdivision of the detector into three annular detector re-
gions introduces a significant reduction for the probability of
error. A more extended analysis optimisation of the angles of
the detectors might reduce the probability of error even further.
However, such a full optimisation is computationally very ex-
pensive. To illustrate the advantage of the combination of three
independent detectors, four hypotheses are selected for which
the scattering cross-sections overlap in two of the three detec-
tors as illustrated in Fig. 12 for an incident electron dose of
104e−/Å

2
. In this case, the independent information from the

third detector helps further unscrambling the hypotheses in a
similar manner as an extra detector helps for the bimetallic ex-
amples described in the previous sections. The selected hy-
potheses correspond to atomic columns with a thickness from
14 up to 17 atoms. The composition of the atomic columns only
differs in the number of Al atoms, while the number of Au (3
atoms) and Ag (5 atoms) atoms is the same for the four hypothe-
ses. The less overlapping probability functions of the selected
hypotheses here implies that the 31-35 mrad thin annular de-
tector is relatively more sensitive as compared to the other two
annular detectors to distinguish the number of Al atoms when
the Au/Ag ratio is constant in the atomic columns.

5. Discussion and conclusions

In this work, we applied the principles of detection theory
to determine optimal multiple ADF STEM detector regions for
quantifying the type and number of atoms in heterogeneous
atomic columns. The analysis was performed for the scattering
cross-sections that can be extracted from multiple ADF STEM
images. By minimising the probability of error as a function of
the detector angles of the multiple detector regions, the detec-
tor design could be optimised. For this purpose, simulated 4D
STEM datasets are extensively used to simultaneously extract
scattering cross-sections from different angular detector collec-
tion regimes. As a reference, the probability of error and op-
timal detector design is also computed for the scattering cross-
section from a single ADF detector. In addition, we also com-
puted the probability of error that is expected when using the
full dark field region of the 4D dataset. This represents the min-
imal probability of error that one could obtain when one would
ultimately be able to extract all the information from the full
dark field region of the 4D dataset.
Within this paper, five different case studies were investigated.
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Figure 11: Al@Au@Ag - (a) annular subdivision of detector collection regime.
(b) Probability of error as a function of the outer angle of a single ADF detector
with fixed inner angle (red), the inner angle of a single ADF detector with
fixed outer angle (blue), the common angle x for two independent detectors
(yellow) and the common angle y for two independent detectors while the third

detector has fixed settings (grey) for an incident electron dose of 104e−/Å
2
. (c)

Probability of error as a function of the incident electron dose calculated for
a single ADF detector (blue), two independent ADF detectors (yellow), three
independent ADF detectors (grey), and for the full dark field region of the 4D
STEM dataset (green dots).

Figure 12: Al@Au@Ag - Probability functions for the selected hypotheses for

an incident electron dose of 104e−/Å
2

based on the scattering cross-sections
obtained from the three independent detectors.

Although the exact optimal detector angles depend on the se-
lected examples, some standard practices could be derived from
our study. For a single detector, the high amount of signal col-
lected at the low angle ADF regime makes this region prefer-
able. This is in agreement with findings from earlier studies
[30, 40]. The availability of 4D STEM simulations enabled us
now also to identify the optimal angles for the combination of
two non-overlapping detector rings with the purpose of count-
ing the number of atoms of two types of elements. Hereby, for
the first detector, a narrow detector ring was found to be opti-
mal with an inner angle just beyond the probe convergence an-
gle, and the outer angle approximately 10 mrad larger than the
inner angle. The largest improvement with the detector pair, as
compared to the use of a single detector region, is observed for

mixed atomic columns with significantly different atomic num-
bers, as could be concluded for the pure and mixed Ag and Au
atomic columns. When the differences in the scattering cross-
sections are already very small for the single detector, such as
for the depth location of an impurity atom or atoms with closely
separated atomic numbers, the introduction of a second detector
is not able to solve this complex problem at acceptable incident
electron doses for atomic resolution imaging. Furthermore, we
have shown that subdividing the annular detector region into
three non-overlapping rings can significantly reduce the proba-
bility of error, when unscrambling more than two types of ele-
ments. This result also seem to suggest that the probability of
error further decreases when using a multitude of ring detectors.
Nevertheless, we expect the largest benefit from the subdivision
into a limited number of detectors.
A great advantage of the here-applied approach is that, it en-
ables us to investigate which electron dose is ultimately re-
quired to distinguish the different mixed atomic columns of a
material under study with sufficient statistical significance. It
should be noted that the probability of error reaches zero when
the incident electron dose is increased. However, in an experi-
mental study, some remaining errors might be present from ef-
fects which are not taken into account in this simulation study.
These effects include e.g. beam damage, scan distortions, de-
tector noise, amorphous layers on the surface, sample contam-
ination, etc. When comparing from our study the probability
of error as a function of dose for the scattering cross-sections
of the optimal multiple detector regions and the full dark field
region of the 4D STEM dataset, it is clear that employing the
information of the full dark field region would further reduce
the required electron dose. This reduction is most pronounced
for determining the depth location of an impurity atom and un-
scrambling mixed element atomic columns with closely sep-
arated atomic numbers. In those cases, the 4D dataset pro-
vides significantly more information than the scattering cross-
sections from multiple detector regions. However, the informa-
tion available in the full dark field region of the 4D dataset is
less accessible and more difficult to interpret than the scattering
cross-sections from multiple detector regions.
In conclusion, we have shown that the concept of the probabil-
ity of error can be used to find optimal strategies to count atoms
from 4D STEM datasets. In particular, the method is gener-
alised to create a set of multiple 2D STEM images providing in-
dependent information concerning thickness, composition, and
ordering of the atoms along the viewing direction.
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