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Abstract

In this second part of a series we attempt to construct an empirical model that can mimick all experimental observations

made regarding the role of an alternative interleaved scan pattern in STEM imaging on the beam damage in a specific

zeolite sample. We make use of a 2D diffusion model that describes the dissipation of the deposited beam energy in

the sequence of probe positions that are visited during the scan pattern. The diffusion process allows for the concept

of trying to ’outrun’ the beam damage by carefully tuning the dwell time and distance between consecutively visited

probe positions. We add a non linear function to include a threshold effect and evaluate the accumulated damage in

each part of the image as a function of scan pattern details. Together, these ingredients are able to describe qualitatively

all aspects of the experimental data and provide us with a model that could guide a further optimisation towards even

lower beam damage without lowering the applied electron dose. We deliberately remain vague on what is diffusing

here which avoids introducing too many sample specific details. This provides hope that the model can be applied

also in sample classes that were not yet studied in such great detail by adjusting higher level parameters: a sample

dependent diffusion constant and damage threshold.

Keywords: Scanning transmission electron microscopy, electron beam damage, scanning strategies, diffusion

process

1. Introduction

Since the advent of the aberration-corrected scanning

transmission electron microscopes (STEM) achieving

atomic resolution images has become very accessible.

However for many materials such as inorganic and bi-

ological materials, atomic information is very hard to

gather due to electron beam damage. In the accompa-

nying Part I of this work [1], we showed that the beam

damage in a prototypical commercial zeolite is reduced

when changing the electron beam scan pattern. In par-

ticular, the alternative scan, where the probe skips over

two pixels, was shown to outperform the conventional

raster scan. Furthermore, a damage reduction was ob-

served when the sample was scanned three times at a

short dwell time compared to two times at a longer

dwell time while adjusting the dwell time to keep the

same total dose. In this part, the aim is to qualitatively
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model the damage observed using a minimal amount of

physical parameters (diffusion constant and threshold).

A model based on diffusion is chosen since the dam-

age depends on the scan pattern indicating that there

is a non-local component inducing damage depending

on the time at which the neighbouring pixels are vis-

ited. However by only using the diffusion as mediator

of damage, no total decrease in damage can be expected

as the total applied dose is all that matters after all time

effects have decayed. Therefore, a threshold is intro-

duced below which no damage is induced. This type

of behaviour has been observed by others but without

combining it with diffusion [2, 3, 4, 5]. In Section 2 of

this manuscript, we introduce the model. Next, the ex-

perimental observations from Part I are used to estimate

the two model parameters and to verify the applicability

of the model to describe the experiments. Finally, pre-

dictions are made with respect to the damage behaviour

under different scan strategies for a range of values for

the diffusion constant and threshold. These predictions

could be taken as guidelines to optimise experiments for

different sample classes.
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2. Setting up the model

In an attempt to empirically describe the damage be-

haviour observed in the first part of this series, a model

is proposed which uses a diffusion phenomenon as a

mediator of beam induced damage. In this work, no

assumption is made on which physical parameter is dif-

fusing and why. Yet, these simulations and their com-

parison to the experiments will already reveal some of

the important characteristics of the process which will

help to guide further in depth research on the mecha-

nism and how this process depends on the material and

sample characteristics. In this work, a 2D Ficks’s model

is chosen to model the damage induced by the incom-

ing electrons. In reality, the true diffusion is of course

3 dimensional but because the beam interacts with the

sample typically as a kind of pencil ray with a diam-

eter which remains approximately constant throughout

the thickness of the sample and a thickness which is sig-

nificantly larger than the diameter we can approximate

the diffusion as coming from a continuous line source

of damage throughout an infinitely thick sample with

small corrections to be expected near both surfaces of

the sample[6]. Moreover in the final image we observe

a 2D projection of this 3D reality which results in a 2D

model with parameters that link back to this 3D real-

ity (e.g. the 2D model diffusion constant would not be

equal to the 3D diffusion constant). The incoming elec-

tron beam will locally deposit energy in the sample via

inelastic interaction which in turn will create a locally

different state of the sample (.e.g local charging, rise in

temperature, concentration of ionised species, ...). We

designate the locally altered sample state by parame-

ter y and assume that diffusion of this parameter takes

place (e.g. charge spreads out, heat diffuses, ionised

species diffuse,...). We model the evolution of this pa-

rameter where the electron beam hits the sample as a

continuous source which stays stationary at each visited

probe position during the dwell time. The diffusion pro-

file for a continuous point source in two dimension with

an isotropic diffusion constant (D) is given by [7]:

y(r, t) =
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where

r = r − r0 and t′ = t − t0 (2)

With Ei being the integral exponential function, τ the

dwell time, r0 is the position of the incoming beam and

t0 is the time when the electron beam arrives at point

r0. The derivation of Eq. 1 can be found in supple-

mentary materials S1. The instantaneous current (I)

of the parameter y is related to the incoming electron

beam current and the cross section for the specific in-

elastic excitation which depends on the material itself.

We scale I = 1s−1 in the remainder of this manuscript

as we are interested in a relative damage comparison

between different scan conditions rather than absolute

numbers. Note that y at r0 goes to +∞which can be cor-

rected for acknowledging that our electron source has a

finite width where r2
→ r2 + σ2

P
with σP the probe di-

ameter estimated as σP ≈ 70 pm for atomic resolution

STEM experiments. The full diffusion profile (Y) can

be written as the superposition of the diffusion profile

originating from every scanned point given by:

Y(r, t) =

n
∑

i=1

y(r, t, ri, τi, t0,i) (3)

With ri the scan positions visited at time t0,i where the

electron probe stays for a time τi which will be referred

to as the dwell time. In conventional STEM experiments

this value will be the same for every scan position. So

far, the model is linear and can not explain the observed

differences in damage for different scan patterns as the

total dose and dose rate remained identical. This obser-

vation calls for a nonlinear component where damage

only sets in if the parameter Y crosses a certain thresh-

old. We assume the simplest hard-cut model. Physical

reasons for such a threshold could be related to dielec-

tric breakdown, phase changes, reaction rates, or many

other depending on the specific meaning of the Y param-

eter. We now can calculate the induced sample damage

Da(r) in a certain position in the sample, by applying

the threshold and integrating over time from zero to a

final time t f :

Da(r, t f ) =

∫ t f

0

max(Y(r, t) − Th, 0) dt (4)

where Th is the threshold. Now we hit a subtle but im-

portant point: while scanning a single image, the only

damage that matters is the damage that occurred before

or during the recording of a given probe position. Any

damage that occurs in that position after the recording

of that position will not change the intensity value in the

image for that position any more and t f will be differ-

ent for each scanned position. If on the other hand, a

second image is recorded (and ignoring the damage that

this new image will do), e.g. to evaluate the beam dam-

age in a previous recording, then all damage occurring

before is taken into account. The result will be differ-

ent in general (more damage) as t f is now taken in the
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Figure 1: (a) Simplified one dimensional diffusion model for a line scan with diffusion constant 0.5 pixels/s and 50 scan points using a dwell time

of ten seconds. The image shows at different time steps the diffusion profile of the line scan. (b) Diffusion profiles at 3 different times indicated on

(a). (c-d) Same model but changing to interlaced scanning skipping four pixels. (e,g) Applying the threshold as in Eq. 4. The intensity of these

two images are related to the induced damage. (f,h) The same time frame as in (b,d) but the threshold has been applied (0.4) which significantly

changes the shape of the profiles.(i) The damage profile of both scan patterns showing that the interlaced scan significantly reduces the simulated

damage in this model. (j) The ’damage during scan’ where the end time of the integration depends on the scan sequence, this damage is less than

(i) indicating that damage gets induced after the electron beam leaves the position. For the interlaced scanning the periodicity of the scan gets

imprinted on the damage profile.

limit to infinity, assuming a long (t f >>
∆r2

4D
, with ∆r the

image size) time passed between both images. In the re-

mainder of this manuscript we will discuss and compare

the consequences of this under the labels ’damage dur-

ing scan’ and ’damage after scan’.

In Fig. 1, a one dimensional toy model is represented

where fifty points using a dwell time of ten seconds are

scanned with two different patterns, the first being se-

quentially and the second being interlaced skipping four

pixels on every pass until all points are visited. The dif-

fusion constant is taken as 0.5 pixels/s with a current of

1 s−1. The diffusion profiles for both scans at every time

step are shown in Fig. 1 (a,c) which are calculated using

Eq. 3. There is a clear dependence of the diffusion pro-

files with scan pattern. The next step in the model is ap-

plying the threshold which is visualised in Fig. 1 (e,g).

Depending on whether we assume ’damage during scan’

or ’damage after scan’ we either integrate this damage

evolution at the point of leaving a certain position or at

the end when all scanning effects have subdued under

the threshold level. The threshold value used in this 1D

model was Th = 0.4. By comparing the profiles in Fig.

1 (b,d) and (f,h), the thresholded intensity profiles show

different shapes due to the nonlinearity in the model.

From this thresholded diffusion profile, the two different

damage profiles can be calculated. The ’damage after

scan’ and ’damage during scan’ are shown in (i) and (j)

respectively. For both cases, the interlaced scan induces

less damage than the raster scan. Further the damage

profile between the two simulations is quite different as

the damage almost doubles when calculating the ’dam-

age after scan’ implying that there occurs a significant

amount of damage in the point after it has been visited

by the electron beam. In this paper two different routes

are investigated on how to reduce damage when keeping

the total dose and the dose rate constant. An illustration

on the different damage reduction methods are shown

in Fig. 2. The first one is shown in the middle where

two pixels are skipped compared to the raster scan in an

attempt to avoid damage buildup. When the probe po-

sition arrives at the end, it starts the scan with the same

number of pixels skipped but the starting point is next

to the first visited point. This type of scanning will be

referred to as alternative scanning as explained in Part

I [1]. The second method is via scanning faster over

the sample with multiple passes until reaching the same

total dose in the end.

We numerically implemented Eq. 4 using a time step

of ∆t = 1 µs as a good compromise between accuracy

and speed. In supplementary materials S2, the conver-

gence of the integration is investigated for the different

configurations. This approach has the downside of hav-

ing a rather long computation time, limiting the practi-

cal simulation on a desktop computer to maximum of

32 × 32 scan points. This limitation will have some ef-

fect on the quantitative match between model and ex-

periment, but the aim of this paper is to get a qualitative

grasp of the essential parameters that play a role and to

evaluate whether a simple model can describe the main

observations in the experiment starting from as few pa-
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Figure 2: Illustration of the diffusion process when raster scanning

three sequential points compared to skipping pixels or scanning mul-

tiple times at a shorter dwell time.

rameters as possible (diffusion constant and threshold).

The simulation code as well as all experimental results

are available on Zenodo in an attempt to make this re-

search as reproduceable as possible and to stimulate fur-

ther research [8].

3. Estimating the diffusion constant and threshold

from experiment

An estimate for the diffusion constant and threshold

will be obtained by qualitatively fitting the model with

two specific experiments:

• Placing a static probe on the sample for 2 seconds.

• Scanning the sample three times with the raster and

alternative method at 6 µs dwell time.

The experiments performed in Part I [1] are used to

estimate the parameters where the current used in the

two experiments was kept constant at 50 pA with an in-

coming electron beam of 300 kV. The sample is a com-

mercial Linde Type A (LTA) zeolite sample (calcium

exchanged sodium aluminium silicate, Sigma Aldrich

BCR-705) [9], which are known to be beam sensitive

materials [10, 11]. The first experiment uses a static

electron probe placed on the sample for 2 s. After this,

a large field of view scan was performed to inspect the

local damage. In Fig. 3 (a), the high-angle annular

Figure 3: (a) Low magnification HAADF scan of the zeolite sam-

ple. A dark hole is visible which arises from the placement of a static

probe on that area for 2 s. The reduced intensity indicates the damage

and mass loss of the sample. (b) In blue, the inverse signal of (a), indi-

cating the damage, the other colours indicate different thresholds for

the simulated damage. For every simulation, the diffusion constant

has been kept constant (4.5 nm2/s). The simulation with threshold

3.33 × 1016 seems to best fit the experimental damage profile (green)

which is indicated with the bold font.

dark field (HAADF) scan (1024×1024 at 3 µs) is shown.

Around the centre, a dark region is observed which

arises from the interaction of the static probe where the

lower signal indicates mass loss induced around the illu-

minated area. The blurring observed around the damage

zone, indicates a loss of crystallinity. The first observa-

tion of the damage profile is that it is isotropic indicating

the isotropy of the diffusion process despite the single

crystalline nature of this region of the sample. We es-

timate the diffusion constant by measuring the width of

the damage profile to be ± 5 nm for a probe illumina-

tion of 2 s. This leads to an order of magnitude for the

diffusion constant in nm2/s. In this work three different

diffusion constants are shown. In the main text, the dif-

fusion constant which has showed the best comparison

with the data, D = 4.5 nm2/s is used. In supplemen-

tary materials S4, simulations with two other diffusion

constants are shown (D=45nm2/s and D=0.45nm2/s) in

order to demonstrate the effect of this parameter on the

model. The static probe experiment is used to deter-

mine the threshold for a particular diffusion constant.

Hence for every diffusion constant a proper threshold

could be found to describe the damage observed in the

static probe experiment. In Fig. 3 (b), three simulated

damage profiles are shown where only the threshold is

varied. From this a threshold value of 3.33×1016 is cho-

sen since it is most closely resembles the experimental

damage profile. In the remainder of the text we use:

D = 4.5 nm2/s

Th = 3.33 × 1016

The next experiment is used to verify if the chosen
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Figure 4: (a,d,g) 512x512 HAADF scans over the zeolite where the three scans are performed after each other which where performed with the

conventional raster scanning with a dwell time of 6 µs. (b,e,h) The experimental damage Da,exp using Eq. 5 which is calculated for every unit

cell and interpolated over the scan area. (c,f,i) The simulated damage profiles using the diffusion constant of 4.5 nm2/s and a threshold value of

3.33 × 1016 which was found in Fig. 3.The text on the upper right indicated the total damage compared to the last scan. (j) The third scan of the

alternative scan pattern where the induced damage is seen as a decrease of signal. On the inset the Fourier transform is seen where extra spots

are seen at high frequencies. (k) The simulated ’damage during scan’ profile for the alternative scan using the same parameters. On the inset the

Fourier transform is shown where the extra spots are seen at the same position arising from the imprinting of the damage due to the alternative

scanning pattern. (l) The simulated ’damage during scan’ for the three consecutive scans (red) where the induced damage is less for the alternative

compared to the raster scan which is observed in the experiment data (blue).

diffusion constant and threshold are able to reproduce

the experimental damage profiles. This is done by com-

paring the simulated damage profiles with the experi-

mental data from the three consecutive scans using the

raster scan method. The type of simulation used is the

’damage during scan’ method since this is the damage

observed during the experiment. In Fig. 4(a,d,g), the

three experimental HAADF scans (see Part I [1]) are

shown where more damage is seen in the third scan (g).

The damage can be observed by the reduced intensity

and disappearance of the crystalline structure. In order

to quantify the total induced damage per scan the first

proposition would be to track the total HAADF inten-

sity per image. However no loss in intensity is observed

indicating that the loss of mass happens locally, as seen

by the darker regions in the centre of Fig. 4(g). There-

fore another method is used to get some quantification

of damage where the damage for every unit cell is calcu-

lated by template matching it with the average undam-

aged structure. Hence for every unit cell the normal-

ized cross correlation (NCC) is calculated. This method

is explained in more detail in Part I [1]. In general,

the HAADF intensity describes better the induced dam-

age when no structure is visible and the total intensity

decreases compared to the non-damaged area, see Sec-

tion 4 where this type of damage is observed. However

when some crystalline structure is seen, the NCC would

be the preferred estimate of damage as it sets in sooner

and is highly relevant when mapping the atomic struc-

ture of a material. Note that NCC provides some type

of damage measure but is not an absolute measurement

for damage. For instance, NCC=0 would correspond to

an image that is orthogonal to the reference undamaged

image which would be a unphysical situation that can

not occur from damage. At the same time NCC=1 is

not a good measure for ’no damage’ as noise in the im-

ages will make that two images are never identical even

when no damage occurs. For this reason we scale the

NCC value from its smallest (highest damage) to largest

(no damage) value in a series of experiments in order to

maintain some kind of qualitative and relative measure

that can be compared to simulations. The following for-

mula is chosen to be able to compare the simulation with

experimental NCC values:

Da,exp = (1 − Da,r1) ·
(NCCmax − NCC)

NCCmax − NCCr3

+ Da,r1 (5)

where Da,r1 is the damage level of the first raster scan

as we cannot tell if there is already damage induced in

the first scan step. Further Da,exp is chosen such that

the damage induced in the last raster scan (NCCr3) is

equal to one which is also done for the simulated data.
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The information on the NCC coefficient and position of

each unit cell is used to get a interpolated damage map

which is shown in Fig. 4(b,e,h). The text on the up-

per right indicates the total damage (Da,exp) relative to

the last scan. Simulations are performed with a 32 × 32

scan using the parameters found in the static probe ex-

periment as shown in Fig. 4(c,f,i). The text on the up-

per right indicates the total damage relative to the last

scan. These simulations resemble the experimental data

where in the first scan almost no damage is induced.

After the first scan, the damage is centred as seen in

the NCC maps giving an indication that the chosen pa-

rameters for diffusion constant and threshold are qual-

itatively representing the experimental behaviour. An-

other check is performed by investigating the third scan

of the alternative scanning method (Fig. 4(j)). From

the Fourier transform (see inset of Fig. 4(j)), extra spots

are visible indicating a modulation of the intensity with

a period of three pixels due to the alternative scan per-

forming nine consecutive scans at 3×3 different start-

ing positions where in the first scan, the induced dam-

age is smaller than for the later scans. Note that sam-

ple drift can also induce a similar type of modulation

however in Part I, the drift rate of the sample was de-

termined where it was observed that this effect is neg-

ligible. See supplementary materials S4 where the ori-

gin of the extra spots is discussed in more detail. The

corresponding simulation of the scan pattern is shown

in Fig. 4(k), the same three pixel period modulation

is seen in the simulation confirming the imprinting of

damage due to the scan pattern. Finally, the total exper-

imental and simulated damage for the three scans and

the two scan sequences are compared. This is plotted

in Fig. 4(l) where the damages are scaled relatively to

the third raster scan for both experiment and simulation.

For the experimental data, as described previously, the

damage in the first scan has been set equal to the simu-

lated damage. For both experimental and simulated, the

alternative scan method induces significantly less dam-

age and the trend of damage buildup per scan is similar.

The match between simulation and experiment is not

quantitative which could be expected in view of the less

than ideal match between NCC and simulated damage

level and the reduced scan pattern used in the simula-

tion due to computational constraints. Nevertheless the

model seems to be able to give a reasonable qualitative

description of the experiments.

4. Verification of the model

In the previous section, the diffusion model and

threshold are estimated from two experimental observa-

tions. These values can now be used to verify whether

the model can qualitatively describe other experimental

damage profiles. From the first part of this series it is

clear that doing the alternative scan shows less damage

than performing a raster scan when doing three consec-

utive scans at 6 µs. In Fig. 5 (a,d), the low magnification

HAADF scans are shown where a 3x3 grid with differ-

ent scanning patterns (raster and alternative) where (a) is

scanned three time at 6 µs and (d) two times at 9 µs. The

coloured squares indicate which grid is scanned with

which pattern. In the inset of the rectangles, an esti-

mate of the induced damage relative to the raster scan at

6 µs is shown (see Part I for determination of average

HAADF intensities)). This is done by calculating the

mean HAADF intensity for the different scans. Since

no crystal structure is observed, the HAADF intensity

is preferred as damage indicator compared to the NCC

method here. From the experimental evidence it seems

that scanning two times using the alternative method

induces similar damage as raster scanning three times.

Moreover when scanning three times using the alterna-

tive scan pattern, the induced damage seems to be even

less. This indicates that multiple routes (alternative scan

pattern or multiple raster scanning) can be used to re-

duce the induced damage where using both methods at

the same time seems to be the best.In Fig. 5 (b,c,e,f), the

simulated damage patterns are shown where on the top

right relative total damage is indicated. The type of sim-

ulation in this case is the ”damage after scan” since this

is what we actually record in the experiment. The scan

sequence is displayed at the bottom of the image. Over-

all, the trends are similar between the experimental and

simulated data except that the alternative scan at 9 µs

shows similar damage as the 6 µs raster scan in the ex-

perimental data whereas for the simulation it should be

less and more similar to the 6 µs alternative scan. Fur-

ther the quantitative numbers do not compare to the sim-

ulation. No clear reason for this mismatch between sim-

ulation and experiment is understood. One reason can

be that the HAADF intensity underestimates the dam-

age. Indeed the observed mass loss is also accompanied

by a buildup of mass at the edges of the subimages indi-

cating a damage process that is much further progressed

which could introduce further nonlinearities in the pro-

cess. Furthermore, due to computational limitations the

simulated scan pattern is restricted to 32× 32 instead of

the experimental 512× 512 which further complicates a

quantitative comparison.
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Figure 5: (a) Large overview scan where a 3×3 grid is scanned with different scanning sequences (Red=raster, blue=alternative scan), the grid

was scanned three times with a dwell time of 6 µs. (d) The same overview scan where the grids are scanned two times with a dwell time of 9 µs

(green=raster, yellow=alternative scan). In the rectangles the average HAADF intensity for each scan type relative to the raster scan at 6 µs is

shown. The white arrows indicate the absence of damage which is due the unblanking of the beam at the start of the scan. (b,c,e,f) The simulated

damage profiles using the ”damage after scan ” method for the four different types of scanning which are three times raster scanning (red), three

times alternative scanning (blue) at 6 µs, two times raster scanning at 9 µs (green) and two times alternative scanning at 9 µs (yellow). For these

the total damage relative to the 6 µs raster scan is indicated on the profiles.

5. Alternative scan techniques

In this section the two methods of damage reduction,

changing scan sequence and scanning multiple times,

are simulated for different sets of diffusion constant and

threshold. These simulation have the same pixel size as

in the experiment and the scan size has been reduced

to 16 × 16 in order to have reasonable simulation times.

For the multiple acquisitions, the induced damage is cal-

culated for four different scan configurations where the

dwell time and number of scans is varied in such a man-

ner that the dose rate and total dose stay constant. We

take conventional HAADF scan dwell times which are

2, 4, 8 and 16 µs. In order to keep the total dose con-

stant, the number of scans are respectively 8,4,2 and 1.

In Fig. 6 (a), the ’damage during scan’ as a function

of dwell time is shown for different diffusion constants.

In the simulation the threshold value has been kept con-

stant at a value of 3.33 × 1016. From (a), it is seen that

for every diffusion constant except for the 1.5 nm2/s,

the multiple scanning is advantageous compared to the

single scan. In particular, the highest diffusion constant

shows the largest gain in terms of damage reduction.

For the 1.5 nm2/s a local minimum in damage is ob-

served when scanning two times at 8 µs. This gives in-

sight that there are local minima and the induced dam-

age as a function of dwell time is not monotonic indicat-

ing that scanning faster does not always reduce damage

. In Fig. 6 (b), diffusion has been kept constant at a

value of 4.5 nm2/s and the threshold is varied. From

this it is seen that when the threshold is low, the dam-

age caused by multiple scanning can be worse than a

single scan. This can be understood as most of the dam-

age gets induced after the probe leaves the position and

coming back to the same position enhances the damage.

For these types of parameters, it is beneficial to scan

only once and get the signal before the material is de-

stroyed. Note how this concept relates to the ’diffract-

and-destroy’ concept that is used in free electron laser

setups for protein diffraction [12, 13]. Regarding the

reduction of beam damage, our model confirms e.g. re-

sults from L. Jones et al. [3], in this particular sample,

the experiments indicate that fractionating the dose by

scanning faster and increasing the number of acquisi-

tions reduces beam damage. This effect is supported by

our diffusion model for both scanning methods.

The other beam damage reduction method used in the

experiments is using a different scan sequence. Here we

investigate the damage induced when varying the num-

ber of skipped pixels ranging from one to fifteen which

is the maximum for a simulations of 16×16 . We choose

a dwell time of 6 µs to stay close to the experimentally

relevant parameters . In Fig. 6 (c) the damage as a func-

tion of skipped pixels is shown where the threshold has

been kept constant (3.33 × 1016) and the diffusion con-

stant is varied similar to Fig. 6 (a). For every diffusion

constant there is a gain when skipping pixels which will

be larger for larger diffusion constants. Further the op-
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Figure 6: (a) The ’damage during scan’ as a function of dwell time

where the diffusion constant is changed and the threshold value has

been kept constant (3.33×1016). The pixel size is 24.2 pm and the total

dose in each simulation is constant. Therefore, for the 2 µs dwell time,

the total number of scans is eight where for the 16 µs one, only one

scan is performed. The damage for every parameter set is normalized

to the scan at 16 µs (b) Similar to (a) except that the threshold is varied

while keeping the diffusion constant (4.5 nm2/s). (c) The damage as

a function of skipped pixels while varying the diffusion constant and

keeping the threshold constant (3.33 × 1016). (d) Similar to (c) but

the threshold is changed while the diffusion constant is fixed. The

damage is normalized for every parameter set when the number of

skipped pixels is one. All these simulation show the ’damage during

scan’. Note that even for zero threshold the damage is not independent

on dwell time or scan pattern as we estimate the ’damage during scan’

setup. For ’damage after scan’ the damage will only depend on the

total dose in that case as shown in supplementary materials S5.

timum skipped pixels depends on the diffusion constant

where for 20 nm2/s the optimum lays at four where for

10 nm2/s this is three which can be explained by the

sketch of Fig. 1 (k). There, most of the damage can

be reduced by staying ahead of the diffusion front. It

seems that making these steps too large gives a disad-

vantage since at some point the probe needs to go back

to the previous point and if this happens fast, the pre-

vious diffusing intensity is still present. In Fig. 6 (d)

the threshold is varied while keeping the diffusion con-

stant. Here it seems that the advantage of the skipping

pixels method only works when the threshold is large

enough. If the threshold value is low, then there will be

no advantage by skipping pixels. Note that this is the

’damage during scan’ which in conventional STEM ex-

periments is the most important. In supplementary ma-

terials S5, the same figure is shown where the ’damage

after scan’ is shown. From this it is seen that the multi-

ple scanning and skipping pixels will always be the bet-

ter option to reduce this type of damage. In this section

the reduction of damage was investigated by changing

the scan method for different configurations of the diffu-

sion constant and threshold. Overall, the faster scanning

and skipping pixels can reduce beam damage hence one

would like to minimize the dwell time and take a proper

pixel skip size. However due to the finite response time

of the scan coils in current instruments, the dwell time

cannot be reduced below ≈ 1 µs as scan distortion will

start to dominate the STEM images [14]. Note that the

diffusion constants and threshold are arbitrarily chosen

in the vicinity of the parameters extracted from the ex-

perimental data. These parameters may not represent

real materials but demonstrate how the two parameters

would influence the induced damage as well as the pref-

ered strategy to reduce beam damage.

6. Discussion

The proposed model is able to reproduce the dam-

age behaviour in a prototype commercial zeolite sam-

ple. One could wonder whether this model could also

work for other types of samples by adjusting the two

parameters. This needs to be further investigated in the

future on other types of materials. Moreover, the esti-

mated parameters give an indication on the type of pro-

cesses that are underlying the damage. The main dif-

ferent types of damage mechanism are knock-on dam-

age, thermal heating, electrostatic charging and radioly-

sis [15]. For the thermal heating, the thermal diffusion

constants of zeolites are reported to be in the order of

1011 nm2/s which is not comparable with the estimated

diffusion constant indicating that heat is not expected

to be the cause for the induced damage in the current

sample [16, 17]. For knock-on damage, atoms are dis-

placed via the interaction of the incoming beam with

the nucleus. The cross section of this type of scatter-

ing increases with the incoming electron energy where

there is a threshold energy for these scattering to oc-

cur. Radiolysis introduces atomic displacements via the

interaction of the incoming electrons with the electron

cloud. From Ugurlu et al. [18] it is expected that both

types of interaction, knock-on damage and radiolysis,

influence the damage interaction. For radiolysis, the

created free radicals can diffuse inducing damage out-

side the area of illumination [19, 20, 21]. For knock-on

damage, secondary types of damage can occur where

the displaced atom can travel in the sample and cause

further damage[22]. This type of behaviour can also

be modelled as a diffusion process. The difficult part

is to derive from these interactions its diffusion con-

stant which is outside the scope of this work. However

if both constants are known, the diffusion model can
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be extended to incorporate the two different processes

each with its own diffusion constant making the model

more accurate for the given material. This diffusion of

mass is also observed in Mkhoyan et al. [23] where Ca

ion diffused out of the illuminated area of glass
(

CaO-

Al2O3)0.9(2SiO2)0.1

)

driven by the electric field induced

by the total positive charge. They estimated a diffusion

constant in the order of nm2/s which is similar to our

results. Further in our experiments, an increase of mass

is observed at the edges of the damage indicating the

gain of mass in those regions which supports the idea

of the migration of atoms, most likely on the surface of

the sample. This is seen in Fig. 5 (a,d) where a brighter

halo is seen around the damaged areas. In order to know

how this damage occurs more research is needed but the

proposed model gives a tool in simulating the observed

damage profiles using only two parameters which could

provide insight in the detailed mechanism.

The model can be used to estimate the induced dam-

age and from this, scan parameters can be chosen in or-

der to reduce or totally remove the beam damage. This

depends on the diffusion constant and threshold of the

material, since in some cases the single scan is better

than the multiple times scanning (see Fig. 6(b)). For

materials which are similar, in terms of diffusion con-

stant and threshold, to the zeolite used in this paper,

multiple scanning is better(see Fig. 6(a) in red). Ad-

ditionally, using other scan patterns, such as the pixel

skip method, reduces damage. The two methods can

be combined to even further decrease the induced dam-

age. One could wonder if it would be possible to avoid

damage at all by staying below the threshold during the

entire scan. Although we can change the dwell time and

skipping pixels for the zeolite, it seems impossible to

avoid damage when keeping the total dose and dose rate

equal because there is still damage induced at 2 µs close

to the present scan speed limit. One could imagine that

by scanning faster the damage can be eliminated, there-

fore a simulation using a dwell time of 200 ns is per-

formed where the same parameters as the simulations in

Fig. 6(b) (green). This very fast scan gives a decrease in

damage of 62% compared to the 16 µs scan which fur-

ther improves the damage reduction, however no elim-

ination of damage is obtained via this route. It is not

entirely impossible that other strategies could emerge to

further evade beam damage. This requires further re-

search and is beyond the scope of the current paper.

In the work of Nicholls et al. [24] a similar damage

model is proposed based on diffusion. In contrast to our

model, where we take the thresholded cumulative sum

of the intensity, the maximum intensity which arises in

the system is used. This can be seen as Da = max(Y(r))

where at every time step Y gets calculated. In supple-

mentary materials S6 both models are compared using

the 3 times 6 µs scan. The maximum model is able to

predict the improvement of the alternative scan method.

However for the maximum model, most of the damage

is induced at the first scan and after this only minor ad-

ditional damage is induced which does not agree with

the experiment.

The diffusion constant in the proposed model would

be expected to change with kBT which would lead

to less diffusion at lower temperature and therefore a

higher chance to cross the threshold and thus beam dam-

age, contrary to common belief that cooling helps to

avoid radiation damage especially in cryo EM. This ap-

parent discrepancy with our model can be reconciled

by assuming in this case a thermally driven degrada-

tion mechanism (e.g. melting of amorphous ice) where

the diffusing parameter y is the temperature itself. Any

beam induced rise in temperature predicted by this

model will be on top of the equilibrium temperature

where indeed the chance to cross the threshold (e.g. a

phase transformation temperature) can significantly in-

crease with a higher global sample temperature. Note

that the strategies of reducing beam damage here would

offer an alternative over the tedious use of cryo sample

holders.

7. Conclusion

In this work, a qualitative model to describe beam

damage in STEM experiments is proposed. The model

has two parameters, a diffusion constant and a threshold

and is tested on a series of experiments on a commer-

cial Linde Type A zeolite where damage reduction was

observed when changing the scan sequence. From the

experimental data we were able to extract an estimate

of the diffusion constant and threshold where these val-

ues can give insight into the physical process involved

in the damage process. The elegance of the proposed

model lies in its capacity to describe the damage pro-

cess in other materials if specific values for diffusion

constant and threshold can be estimated. The model can

guide experiments to choose scan parameters, such as

dwell time and scan sequence, in order to reduce beam

damage. The model explains evidences scattered in lit-

erature that dose rate and dose fractionation can play

a significant role in reducing beam damage, but gives

a more physical handle on why this would be the case

and how to update parameters in order to optimise its

effect. Our simulations imply that the largest gain in

damage reduction is expected from the combination of
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the alternative scanning with fast multiple acquisitions.

Whether the beam damage can be removed completely

with a clever choice of parameters remains to be seen,

but it is clear from both experimental evidence and look-

ing at the model behaviour that significant gains in beam

damage behaviour can be obtained in exchange for only

a minor upgrade in the scan engine electronics.
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K. E. Schmidt, X. Wang, I. Grotjohann, J. M. Holton, T. R. M.

Barends, R. Neutze, S. Marchesini, R. Fromme, S. Schorb,

D. Rupp, M. Adolph, T. Gorkhover, I. Andersson, H. Hirse-

mann, G. Potdevin, H. Graafsma, B. Nilsson, J. C. H. Spence,

Femtosecond x-ray protein nanocrystallography 470 (7332) 73–

77. doi:10.1038/nature09750.

URL http://www.nature.com/articles/nature09750

[14] A. Velazco, M. Nord, A. Béché, J. Verbeeck, Evaluation of
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