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Abstract

We report a study of scattering dynamics in crystals employing momentum-resolved scanning transmission electron
microscopy under varying illumination conditions. As we perform successive changes of the probe focus, multiple real-
space signals are obtained in dependence of the shape of the incident electron wave. With support from extensive
simulations, each signal is shown to be characterized by an optimum focus for which the contrast is maximum and
which differs among different signals. For instance, a systematic focus mismatch is found between images formed by
high-angle scattering, being sensitive to thickness and chemical composition, and the first moment in diffraction space,
being sensitive to electric fields. It follows that a single recording at one specific probe focus is usually insufficient
to characterise materials comprehensively. Most importantly, we demonstrate in experiment and simulation that the
second moment (µ20 + µ02) = ⟨p2⟩ of the diffracted intensity exhibits a contrast maximum when the electron probe
is focused at the top and bottom faces of the specimen, making the presented concept attractive for measuring local
topography. Given the versatility of ⟨p2⟩, we furthermore present a detailed study of its large-angle convergence both
analytically using the Mott scattering approach, and by dynamical simulations using the multislice algorithm including
thermal diffuse scattering. Both approaches are in very good agreement and yield logarithmic divergence with increasing
scattering angle.
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Introduction

In recent years, the field of scanning transmission elec-
tron microscopy (STEM) has benefited drastically from in-
strumental advances, following a trend towards increasing
the number of simultaneously exploited information chan-
nels. For example, new electron scattering methods have
been introduced, allowing the retrieval of structure, com-
position and electrostatic potential in thin crystals down
to atomic level and below, using aberration-correction. In
that regard, ultrafast electron cameras [1–8] have enabled
the recording of a 2D diffraction pattern for each posi-
tion of a 2D scan raster in a routine experiment. Such
four-dimensional approaches, yielding information both in
real and momentum space, can serve for the fundamental
study of momentum-dependent scattering [9], as well as
for the development of new methodologies for the struc-
tural and compositional characterisation of nanostructures
[10]. In addition, ptychographic reconstruction algorithms
[11–15] have enabled phase retrieval to be done with super-
resolution [16–18], leading to insights into the atomic-scale
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electrostatic potentials of thin specimens. Finally, the di-
rect evaluation of atomic and polarisation-induced elec-
tric fields, involving the calculation of the first moment in
diffraction space [19–21], has been a crucial step in inter-
preting electron picodiffraction.

This yet incomplete set of examples shows that the
comprehensive characterisation of thin specimens, for which
the interaction can be described by the phase approx-
imation, now stands within the reach of contemporary
momentum-resolved STEM (MR-STEM). The flexibility
of generating dedicated signals exploiting pre-determined
regions of diffraction space post-recording, therefore, im-
plies this new imaging mode to be considered universal
[22, 23]. Nevertheless, especially when going beyond the
framework of such thin samples, the coupling of the inci-
dent wave function to states within the crystal becomes
another governing factor in determining the scattering dy-
namics. The contrast obtained by evaluating specific scat-
tering angles is then expected to display a strong depen-
dence on the boundary conditions at the specimen sur-
faces. In that respect, a STEM instrument can serve as
a versatile set-up to vary the illumination of the speci-
men systematically, in particular by changing the vertical
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depth at which the electron wave is focused. It thus allows
to study the response of the multidimensional set of data
to a change in the distance between this depth and the
interfaces with vacuum, while presenting an opportunity
to measure their vertical location.

Whereas focus variation has frequently been used to
obtain three-dimensional information employing high- [24–
28] and low-angle [29, 30] electron scattering, it is currently
being explored within the framework of four-dimensional
STEM data in more specific applications [31, 32]. In addi-
tion to established detector geometries where the diffracted
intensity is integrated over discs or (segmented) annuli,
the high sampling in momentum space allows the retrieval
of more advanced, 4D STEM-specific, signals. An exam-
ple can be found in the calculation of the nth moments
in diffraction space, with the first-order case being related
to the average momentum transferred to the electron wave
by interacting with the specimen. A systematic study that
sheds light on the response of individual momentum space
signals to a change of the incident wave function is there-
fore highly desirable.

To this end, we establish focal series MR-STEM (FS-
MR-STEM) as a versatile concept in both experiment and
simulation. A case study, based on α-In2Se3 nanosheets,
is used to illustrate the individual focus dependencies of
the first and second moments in diffraction space, as well
as of conventional STEM signals formed by annular and
disc-shaped detectors. In the first part, experiments re-
veal different optimum foci for, e.g., the first moment,
Z-contrast and the second moment (µ20 + µ02). Besides
important practical consequences concerning processing
and recording of four- and five-dimensional data, we em-
phasise the correspondence of signal- and focus-dependent
contrast features to structural parameters. For example,
contrast maxima of the second moment are observed when
focusing the incident probe closely to the top and the bot-
tom surface of a specimen. This presents an opportunity
to perform direct surface detection using a focal series in
a momentum-resolved set-up.

In the second part, we use comprehensive simulations
to understand and validate the experimental findings. Con-
clusions are drawn with respect to specimen thickness vari-
ations in a systematic manner. In particular, we inves-
tigate the high-angle convergence of the second moment
both analytically by considering Mott scattering and in
dynamical simulations. This paper closes with a compre-
hensive discussion and a summary.

1. Experimental and simulation details

1.1. Experimental details

Nanosheets of α−In2Se3 were prepared by exfoliation
from a bulk crystal [34] whose unit cell is drawn in Fig. 1,
together with a high-angle annular dark field (HAADF) Z-
contrast image recorded in [001] projection. The schematic
in Fig. 2 depicts the experimental set-up, including the

Figure 1: a) Crystallographic unit cell of α-In2Se3[33]. b) A HAADF
image recorded in [001] zone axis, using a dedicated STEM detector,
where the lateral positions of both atomic column types (either InSe
or InSe2) are depicted schematically.

probe rastering a 3D volume, the interaction with the spec-
imen, the diffraction pattern recording and the schematic
focus-dependent contrast of selected signals. Experiments
have been performed using a probe-corrected FEI Titan
80-300 microscope, operated at an acceleration voltage of
200 kV, and equipped with a 256×256 pixels Medipix Mer-
lin for EM camera [5]. A semi-convergence of α = 23mrad
was measured for the incident probe, and the pixel size of
the camera could be determined to be 0.21±0.01mrad.
The average of all recorded diffraction patterns can be
found in Fig. 15 of appendix A.

The component object model (COM) interface of the
microscope [35] was used to program the automated record-
ing of FS-MR-STEM scans by python-based software con-
trol. A series of 21 different foci with a focus step of 1.5 nm
was acquired, covering a total focus range of 30 nm. By
convention, negative foci correspond to the probe being
focussed to a point below the specimen entrance surface,
positive ones to a point above. Distinct sets of real space
images, corresponding to estalished dedicated STEM sig-
nals, were extracted from the raw diffraction data. Due to
the Medipix frame rate of 2 kHz, which is still relatively low
compared to typical scan speeds in a conventional STEM
experiment, we used a scan raster of 64×64 positions with
a pixel size of 31±1 pm. The total acquisition time was
thus approximately 40 s.

The thickness of the specimen was measured to (7±1)ac,
with ac=1.92 nm, and its mistilt from zone axis [001] to
1.7±0.5mrad. Furthermore, specimen damage happening
through the acquisition was found to be negligible. The
details of these measurements are available in appendix A.
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Figure 2: Experimental set-up (schematic) for focal-series 4D STEM
employed in this work. The α-In2Se3 crystal is depicted, as well as
the 3D scan scheme performed in real-space. Following the complex
interaction of the high-energy electrons with the crystal involving,
e.g., multiple scattering, diffraction patterns are recorded as a func-
tion of the coordinate within the 3D scan [r⃗;f ], where r⃗ is the 2D
scan position and f is the probe focus. Virtual STEM signals are
then extracted as a function of focus. The contrasts extracted for
each signal display a specific focus-dependence, which can be related
to the specimen geometry, e.g. the vertical positions of its interfaces
with vacuum.

1.2. Simulation details

A comprehensive simulation study was performed us-
ing the multislice algorithm [36] to include multiple scat-
tering and propagation. Given the rather large lattice pa-
rameter ac=1.92 nm, each unit cell was divided into four
slices. Furthermore, as the electron wave broadens signifi-
cantly in real space by focus, scattering and propagation,
we generated a supercell with a lateral extension of 9×5
Bravais cells which corresponds to a size of 3.62× 3.48 nm.
Crystallographic tilt from the major beam incidence [001]
was accounted for by a modified Fresnel propagator. Dif-
fuse scattering arising from thermal vibrations of the lat-
tice was included via the frozen phonon approximation
[37], assuming uncorrelated thermal vibrations according
to the Einstein model. In this instance, we found that a
total number of 15 phonon configurations was sufficient to
converge the signals of interest. Isotropic mean-squared

displacements of ⟨u2
In⟩ = 0.0114 Å

2
and ⟨u2

Se⟩ = 0.0101 Å
2

were used for In and Se atoms, respectively. The sampling
in the simulations was chosen in accordance with experi-
mental settings, that is, a scan step of 31 pm and a focus
step of 1.5 nm. The spatial frequency cut-off was set to
approximately 186 nm−1.

2. Focal series momentum-resolved STEM experi-
ments

2.1. Brief survey of relevant STEM signals

Signals of interest were extracted from the diffraction
patterns by application of virtual STEM detectors, as de-
picted in Fig. 3. Whereas the geometry of the detectors
represented by binary masks has formerly been predeter-
mined by hardware, rings and discs with flexible geometry
can be defined for evaluating bright field (BF), annular
bright field (ABF) or annular dark field (ADF) signals.
Besides the flexibility provided by the 4D data set, we can
also correct for the elliptical distortion owing to the micro-
scope’s projection system. In that way, we associate each
pixel in the recorded diffraction pattern to an accurately
known spatial frequency k⃗ = [ kx ; ky ], corresponding to

a momentum p⃗ = hk⃗, with h the Planck constant. This
metric was used to determine all virtual detectors depicted
in Fig. 3, i.e. for the binary masks as well as for the calcu-
lation of first and second moments. Note that the relative
rotation between the axes in real and reciprocal space, it-
self being caused by a rotation between the scan axes and
the camera, is accounted for as well. In the following, we
summarise the characteristics of each signal briefly.

Bright field (BF). Bright field detectors integrate in-
tensity over a usually disc-shaped region within the Ronchi-
gram, being the complex interference pattern formed by
the undiffracted beam and the diffracted beams. The BF
signal is, to a large extent, determined by elastic scat-
tering and is additionally sensitive to aberrations of the
probe-forming lens. Following the principle of reciprocity
[38], BF contrast is analogous to imaging in conventional,
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Figure 3: Virtual detectors used to generate the images. In b) the
two components of the vector-valued detector employed for the first
moment calculation are depicted. All other detectors are given in a).

plane-wave-illumination TEM, with a degree of partial spa-
tial coherence given by the size of the BF detector. Fea-
tures such as contrast reversal in dependence of focus and
specimen thickness are therefore observed in BF-STEM.
Here we employ two distinct bright field signals, BF23 and
BF17, indicating detector radii of 23mrad (meaning the
full primary beam), and 17mrad, respectively.

Annular bright field (ABF). The signal is formed
by the summation of intensity within an annular region
inside the BF region. Whereas the outer radius is typi-
cally close to the radius of the primary beam, the inner
one usually covers 50 to 80% of it. This imaging mode is
most commonly employed to obtain high contrast of both
light and heavy atoms in the specimen simultaneously. It
is, however, very sensitive to dynamical scattering, aberra-
tions [29, 30] and crystal orientation [39]. Overall, ABF is
not only an alternative to BF imaging [40], but also a com-
plement to the HAADF mode. In this work, the ABF17−23

signal is obtained by summing intensity scattered at angles
comprised between 17 and 23mrad. It is therefore equal
to the difference between the BF23 and BF17 signals.

First moment. By using momentum-resolution, the
vectorial first moment of each diffraction pattern could re-
cently be put into practice in STEM [19]. The kernel of
the computation is the sum over all two-dimensional spa-
tial frequency vectors k⃗ in the diffraction pattern, sam-
pled via the pixels of an ultrafast camera, with each sum-
mand being weighted by the local scattered intensity. In
practice, this summation can only be carried out up to a
cut-off scattering angle θl, corresponding to a spatial fre-
quency kl = λ−1 sin θl, with λ the electron wavelength.
Previous studies [41], however, have shown that the first
moment converges quickly with θl being larger than the
Ronchigram radius. Importantly, the first moment of a
normalised distribution can be identified as ⟨p⃗⟩, the aver-
age momentum transferred to the probe by the interaction
with the specimen. This, in turn, can be used to measure
subatomic and polarisation-induced electric fields under
certain conditions [19, 21]. Understanding the dependence
of ⟨p⃗⟩ on focus and scattering dynamics is therefore highly
relevant for both fundamental physics and the electrical
characterisation of materials. For the present purposes,
we indicate the cut-off angle θl as a subscript to ⟨p⃗⟩ and
use superscripts R and N to distinguish between the raw
summation

⟨p⃗⟩Rθl(r⃗) =
∑

k<kl

k⃗I(r⃗; k⃗) (1)

and the normalised case

⟨p⃗⟩Nθl(r⃗) =
⟨p⃗⟩Rθl(r⃗)
∑

k<kl

I(r⃗; k⃗)
, (2)

with I(r⃗; k⃗) the intensity scattered to the spatial frequency

k⃗ at the scan position r⃗. In the present study, each diffrac-
tion pattern was multiplied by two masks presented in
Figs. 3 b, corresponding to the axes [kx;ky], followed by a
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summation over all entries to calculate ⟨p⃗⟩R27. Note that the

k⃗-space coordinate system has been aligned with that of
the scan, leading to a slight rotation as depicted in Fig. 3 b.

Second moment. The scalar quantity (µ20 + µ02) =
⟨p2⟩ is obtained by summing the diffracted intensity while
weighting each summand with the square modulus of the
respective spatial frequency. In analogy to eqs. (1,2) this
reads

⟨p2⟩Rθl(r⃗) =
∑

k<kl

k2I(r⃗; k⃗) (3)

for the raw summation and

⟨p2⟩Nθl(r⃗) =
⟨p2⟩Rθl(r⃗)
∑

k<kl

I(r⃗; k⃗)
(4)

for the normalised case respectively. The mask to calcu-
late ⟨p2⟩Rθl applied to each diffraction pattern before sum-
ming is depicted in Fig. 3 a bottom right. Similarly to
considerations in conjunction with the lateral momentum
transfer ⟨p⃗⟩Nθl , one tends to identify ⟨p2⟩Nθl with the expec-
tation value of the lateral kinetic energy. This becomes
obvious when replacing I(r⃗, k⃗) by the squared modulus of
the wave function and performing a transition from sum-
mation to continuous integration. However, ⟨p2⟩Nθl(r⃗) does
not necessarily converge with increasing θl, contrary to
⟨p⃗⟩Nθl . In particular, the scattering of electrons with op-
posite momentum transfer cannot cancel out. Whether
eq. (4) converges with increasing θl or not is therefore de-

termined by the characteristics of I(r⃗, k⃗) for k → ∞. A
study of convergence will hence be presented both analyt-
ically and by simulations below. For reasons of simplicity,
this quantity will be further referred to as the second mo-
ment, though this term conventionally refers to the wider
definition µij =

∑

kixk
j
yI(k⃗), with i+ j = 2.

Annular dark field (ADF). This signal is formed
by integrating the scattered intensity over a ring-shaped
detector. The most convenient configuration is high-angle
ADF (HAADF) where detector acceptance angles are be-
tween several tens and hundreds of milliradians, which
leads to a dominating thermal diffuse scattering (TDS)
contribution. The HAADF imaging mode furthermore dis-
plays high sensitivity to specimen thickness and chemical
composition [42–45], often referred to as Z-contrast. In
low-angle ADF (LAADF), TDS and Bragg scattering are
both present, which has been shown to reveal contrast of
buried interfaces [46].

MR-STEM. In this work, the central part of the diffrac-
tion pattern is recorded with resolution in k⃗-space. This is
thus a four-dimensional imaging mode, as a two-dimensional
diffraction pattern is assigned to each position of a two-
dimensional scan. Due to the availability of a large range
of spatial frequencies, this method can be employed to gen-
erate all aforementioned contrasts post-experiment, in the
limit of available k⃗ coordinates. In that regard, we com-
bined the MR-STEM acquisition with a dedicated HAADF

detector covering 39 to 230mrad, in order to explore scat-
tering beyond the region covered by the fast camera at
least in terms of its annular integral.

2.2. Experimental results

Figure 4 compiles signals generated from the FS-MR-
STEM acquisition of In2Se3 within a focal range of 30 nm
in total. For each signal, scans taken at different foci are
aligned horizontally with the focus increasing from left to
right. The field of view covers a square region of approxi-
mately 4 nm2 as indicated. To go further, the first moment
⟨p⃗⟩Nθl , due to its sensitivity to electric fields, usually comes
along with the divergence map ρθl , being proportional to
the charge density, and the integral map ϕθl , being pro-
portional to the electrostatic potential in thin specimen.
ρθl and ϕθl are given by

ρθl(r⃗) = ∇⃗⊥.⟨p⃗⟩
N
θl
(r⃗) (5)

and
⟨p⃗⟩Nθl(r⃗) = ∇⃗⊥ϕθl(r⃗) . (6)

In this work, ϕθl is obtained from ρθl by solving the Lapla-

cian ∇⃗2
⊥
ϕθl = ρθl iteratively using a five-point-stencil nu-

merical integration scheme based on finite differences. The
details of the method are given in appendix B.

Figure 5 displays the standard deviation σ as a mea-
sure of contrast, calculated from each respective signal, in
dependence of focus. This calculation is done after drift
correction based on cross-correlating subsequent HAADF
images, such that the contrast is evaluated within a re-
gion common to each subsequent recording. For reasons
of clarity, each curve is plotted between its minimum and
maximum values. Local maxima are marked in Fig. 4 as
red squares around the respective images. In the partic-
ular case of ⟨p⃗⟩R27 and ⟨p⃗⟩N27, the calculation of σ has to
be done from a selected scalar quantity, derived from the
vectorial quantity. Here, we employ the divergence ρ27,
as it allows the atomic information contained in the first
moment to be displayed clearly and reliably.

Before going into the details of the individual images,
two observations are made immediately. First, all signals
vary significantly within the focal range covered here. Sec-
ond, and most importantly, the signals exhibit an individ-
ual dependence of contrast on probe focus. This is remark-
able since it has important practical consequences, in ad-
dition to implications of focal dependencies found, e.g., for
segmented ABF scattering in earlier works [32]. In partic-
ular, with the locations of the local contrast maxima being
highlighted, Fig. 4 shows that, though MR-STEM can be
used to generate many different signals carrying different
types of information on momentum transfer (location of
light and heavy atoms etc.), a single acquisition is inca-
pable of providing all signals with the highest achievable
contrast and interpretability. In fact, this relativises the
common attitude tending to consider MR-STEM a univer-
sal imaging mode. Furthermore, as the signals contain pos-
sess differing dependences to different physical parameters,
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Figure 4: The experimental images calculated for each focus coordinate. The size of the field of view is equal to 2 nm. The images displaying
contrast optima are highlighted in red. The vectorial quantities ⟨p⃗⟩R

27
and ⟨p⃗⟩N

27
are given in colour wheel representation, with the modulus

being depicted as well. Note that the minimum and maximum moduli taken by the vectors, as indicated on the legend, is given for ⟨p⃗⟩N
27
,

and not ⟨p⃗⟩R
27
, due to the latter being dependent on intensity values, contrary to the former. The specimen, with its interfaces with vacuum,

is depicted below the images.
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Figure 5: Standard deviation σ plotted against focus for all signals
of interest. In the case of the vectorial quantities ⟨p⃗⟩R

27
and ⟨p⃗⟩N

27
, σ

is calculated from the divergence. Each curve is scaled between its
minimum and maximum.

an in-depth evaluation of the focus-dependent contrast of
different signals is expected to shed light on additional
characteristics of the specimen and scattering physics.

A closer look into Fig. 4 reveals that the maximally lo-
calized average deflections of the incident probe, as mapped
by the vector fields ⟨p⃗⟩R,N, occur at a slightly lower fo-
cus than the HAADF signal, the difference being approxi-
mately 3 nm (two focus steps) here. In other words, high-
est sensitivity to atomic electric fields, although being re-
lated to ⟨p⃗⟩N in non-linear manner for elevated thickness
through dynamical scattering, is obtained for a different
incident wave than the one needed to reach the highest
sensitivity to chemical composition.

The orientation of ⟨p⃗⟩N27 is shown in more detail in
Fig. 6, where the vector field obtained at the focus of max-
imum contrast is displayed, alongside the corresponding
BF23 result and the two byproducts ρ27 and ϕ27. The
first moment vectors point towards the atomic positions
detected in the bright field image which is consistent with
the electrons being attracted by the partially unscreened
positive charge of the atomic nuclei. As a consequence,
the atomic columns appear as local minima of ρ27.

Going back to Fig. 4, a feature observed for both the
ABF17−23 and ⟨p2⟩R27 series is the occurrence of two con-
trast maxima with opposite contrast, i.e., one with max-
ima and one with minima at the atomic sites. This be-
comes evident by comparing with the HAADF signal. All
other signals only exhibit one contrast maximum located
in between those of ABF17−23 and ⟨p2⟩R27. Interestingly,
HAADF and BF23 share the same optimum, whereas the
one found for BF17 is located at a 3 nm lower focus. On the
one hand, this shows the importance of the outer bright
field acceptance angle in defining the dependence to focus,
on the other hand the images of the In2Se3 crystal lattice
differ for the two BF signals at the foci of maximum con-
trast. Note that this focus doesn’t necessarily need to be
the preferable setting for, e.g., reliable structural imaging

Figure 6: The ⟨p⃗⟩N
27

vector field, at its focus of maximum contrast, is
displayed alongside its divergence and integral. The BF23 counter-
part is depicted as well. A subset of the images is shown containing
the expected atomic pattern, meaning a set of first moment vectors
pointing toward the atomic site.
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where local extrema of the signals need to coincide with
the positions of the atoms.

Regarding the 4D STEM-specific signals, the ⟨p⃗⟩R27 and
⟨p⃗⟩N27 signals exhibit an identical behavior, showing the
convergence of the signal, even for a cut-off angle as low
as 27mrad. This is different from ⟨p2⟩R27, whose focus-
dependence differs strongly from its normalized counter-
part, as ⟨p2⟩N27 only shows one contrast maximum coincid-
ing with BF17 and the first moment.

As to the signals for which two distinct contrast optima
occur, the implication is that at least one of those corre-
sponds to the scanning process being performed with a
non-minimal extension of the electron probe in real space.
This appears counterintuitive, because most of the lit-
erature on high-resolution STEM assumes an atomically
sharp probe as a requirement for reaching atomic con-
trast. Similar features have been outlined in simulations
of LAADF imaging [46], where maxima of peak intensity
were found at foci coinciding with the vertical position of
interfaces between layers of different materials, and with
vacuum. Here, the contrast maxima for both ⟨p2⟩R27 and
ABF17−23 are approximately nine focus steps of 1.5 nm
each apart, which coincides well with the measured speci-
men thickness. This observation leads to an interpretation
where the vertical positions of the specimen’s entrance and
exit surfaces indeed correspond to these two contrast max-
ima. Evaluating FS-MR-STEM would then provide a way
to probe the entrance and exit face geometry experimen-
tally, while simultaneously yielding information on chem-
ical composition and/or electric fields. Moreover, further
elucidating why focusing the probe at the exit face yields
maximum image contrast, irrespectively of dynamical scat-
tering, is interesting from the standpoint of fundamental
physics as well. In order to clarify the focus-dependencies,
establish potential relationships to the specimen geometry,
and to study the dependence on thickness, we pursue by
comprehensive dynamical simulation studies.

3. Theoretical considerations

3.1. Simulation studies

The signals dealt with in the experimental section have
been simulated for several specimen thicknesses and probe
foci, as depicted in Fig. 7 for conventional detector geome-
tries, and in Fig. 8 for signals explicitly employing momen-
tum resolution. The standard deviation σ was calculated
within one unit cell for each thickness and foci, and plot-
ted in Fig. 9. Because the main interest lies in the contrast
variations induced by the focus, σ has been scaled between
its minimum and maximum values within a focal series at a
given thickness. The simulations include the experimental
crystallographic tilt of 1.7mrad, and no other aberrations
than probe focus. A low-angle annular dark field signal,
LAADF23−29, which is not experimentally available due to
the high camera length used for the recording, is simulated
as well for completeness. The vertical locations of both en-
trance and exit surfaces on the focus axis, alongside the

experimentally measured thickness, are indicated in order
to facilitate the interpretation as to geometric features.

The bright field signals BF23,17, seen in Fig. 7 a,b, ex-
hibit rich contrast features depending on detector angles,
focus and thickness in rather complex manner, which is
typical for conventional TEM imaging. Foci that geomet-
rically lie inside the specimen are leading to negative con-
trast, being consistent with the experimental results shown
in Fig. 4. Whereas the contrast of BF23 changes weakly
with focus, BF17 shows a significantly sharper contrast
maximum shifted closely to the exit face.

The ABF17−23 = BF23−BF17 signal, in Fig. 7 c, shows
high contrast at the specimen surfaces as a systematic fea-
ture. This is in agreement with the experimental ABF sig-
nal presented in Fig. 4 as well, including the observed neg-
ative to positive contrast change when focusing through
the specimen from the entry to the exit face. A further ob-
servation is the existence of additional, smaller, contrast
maxima at foci a few nanometers above and below the
surfaces. Contrary to the BF23 and HAADF signals, the
ABF17−23 contrast maxima appear to be very sharp along
the focus dimension, with minimum contrast obtained in
between the two surfaces.

Low-angle scattering, assessed by the LAADF23−29 sig-
nal, in Fig. 7 d, exhibits a pronounced maximum for foci
close to the exit face, and another one at the entrance,
for thicknesses above 10 nm. No contrast reversal is ob-
served along the focus dimension. Note that, similarly to
ABF17−23, the behavior is very dependent on the exact
acceptance angles [46]. Considerable high-angle contrast,
as shown by the HAADF signal, in Fig. 7 e, occurs for
foci between entrance and exit face. A broad positive con-
trast maximum is found at foci a few nanometres below
the surface, which is consistent with both our experimen-
tal results for a thickness of 13.45 nm, and previous work
from Beyer et. al. [48].

As shown in Fig. 8 a, the average momentum trans-
fer ⟨p⃗⟩N27 reaches its contrast maximum when focusing into
the bulk specimen, with a tendency to follow the exit face
for thicknesses below 8 nm. Remarkably, above this thick-
ness, the focus-dependence neither follows the bright nor
the dark field characteristics, as the maximum contrast is
then found at a constant depth below the entrance sur-
face, independently of the distance to the exit surface.
Consequently, for sufficiently large thicknesses, this must
be kept in mind when accessing, e.g., electric fields and
chemical composition using a single simultaneous acqui-
sition of ⟨p⃗⟩N27 and HAADF, since the foci of maximum
contrast differ systematically. Additionally, the focus- and
thickness-dependence observed for the quantities ρ27 and
ϕ27, depicted in Fig. 8 b,c, follows the same pattern as the
one of ⟨p⃗⟩N27.

At the contrast maximum of ⟨p⃗⟩N27, atoms appear as
sinks of momentum transfer, such that the vectors point
towards the atomic sites. This is depicted in Fig. 10 a,
where the vector field ⟨p⃗⟩N27 is shown for the experimental
thickness of 13.45 nm, at the focus of maximum contrast,

8



Figure 7: Conventional STEM signals extracted from the simulation. Data is given as a function of specimen thickness and probe focus, the
latter being zero at the entrance surface. The positions of the entrance and exit surfaces on the focus axis are indicated as well. The size of
an single scanned image in the graph is indicated as a red rectangle.
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Figure 8: 4D STEM-specific signals, including ⟨p⃗⟩N
27
, ⟨p2⟩R

27
and ⟨p2⟩N

27
. Vectorial quantities are given using a colour wheel representation.

Data is given as a function of specimen thickness and probe focus, the latter being zero at the entrance surface. The positions of the entrance
and exit surfaces on the focus axis are indicated as well. The size of a single image in the graph is indicated as a red rectangle.
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Figure 9: Contrast profiles extracted from the signals displayed in figures 7 and 8. σ is given scaled between its minimum and maximum
value alongside the focus dimension, for each given thickness, meaning that the values are normalized to minimum and maximum at the level
of each column in the graph. As in Fig. 5, σ, for the quantity ⟨p⃗⟩N

27
, is obtained from its divergence.

Figure 10: The simulated ⟨p⃗⟩N
27

image for a thickness of 13.45 nm,
and a focus of a) -7.5 nm and b) +3nm. The vectors are depicted
using the colour wheel representation. The integral and divergence
of the vector fields is depicted as well.

alongside ρ27, which displays local minima at the atomic
positions, and ϕ27. Those observations are, as in the ex-
perimental case, consistent with the intuitive physical in-
terpretation under which the electrons are attracted by the
positive charge carried by the atomic nuclei, which there-
fore induces a shift in the center of mass of the diffraction
pattern towards the atomic column [19, 20, 41]. How-
ever, although the contrast is fairly low at foci close to the
top surface, a faint contrast maximum is observed above
it. Interestingly, the momentum transfer vectors are then
pointing away from the atomic sites, now being sources
rather than sinks of momentum transfer as depicted in
Fig. 10 b. Whereas the mismatch of optimum foci be-
tween ⟨p⃗⟩N27, HAADF and BF is confirmed experimentally
in Fig. 4, this sign change of for foci above the entrance
surface ⟨p⃗⟩N27 is difficult to see in the experimental vector
field due to counting statistics.

For the ⟨p2⟩R27 signal, presented in Fig. 8 d, we find two
focus optima with negative and positive atom contrast at
the entrance and exit faces, respectively, which is also con-
sistent with the experimental results. In particular, signif-
icant similarity to the ABF17−23 behaviour is observed.
Nevertheless, the analysis of ⟨p2⟩Rθl as a function of cut-
off angle θl shows high robustness of the surface sensitiv-
ity, whereas ABF and LAADF contrasts depend critically
on the choice of scattering angles covered by the (virtual)
detector. The normalized counterpart ⟨p2⟩N27, in Fig. 8 e,
shows a similar focus-dependence with increased contrast
close to the exit surface.

Whereas convergence and physical meaning of ⟨p⃗⟩R,N
θl

have been deciphered in earlier work [41], we now address

the behaviour of ⟨p2⟩R,N
θl

when including higher-angle con-
tributions.
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3.2. High-angle characteristics of the second moment ⟨p2⟩

3.2.1. Variation of focus-dependence for increasing cut-off

angle

The focus-dependence of the ⟨p2⟩R and ⟨p2⟩N signals
was found to be inherently thickness-dependent, with two
contrast maxima found at the vertical location of interfaces
with vacuum. It is, however, relevant to assess the robust-
ness of these findings to variations of the cut-off angle, as
well as to investigate the effect of including contributions
from larger scattering angles to those signals.

In Fig. 11, the second moment is given as a function of
thickness and focus for a selection of cut-off angles, each
separated from the previous value of 27mrad by a multiple
of 16mrad. We thus show the signals obtained with a cut-
off of 43mrad, in Fig. 11 a,d, 59mrad, in Fig. 11 b,e and
75mrad, in Fig. 11 c,f. The raw quantity ⟨p2⟩Rθl is depicted

in Fig. 11 a,b,c and the normalized counterpart ⟨p2⟩Nθl in
Fig. 11 d,e,f.

As can be observed immediately, the two contrast max-
ima are still present, though faintly in Fig. 11 a,d. This is
remarkable because it demonstrates the conservation of
surface sensitivity for a large range of cut-off angles, up
to values above 40mrad. As a consequence, surface de-
tection through the use of the second moment is shown
to be possible with robustness against variations of this
parameter.

For the two further cases studied, 59mrad and 75mrad,
we observe a transition toward new focus-dependencies,
having similarities with the ADF imaging modes presented
in Fig. 7 d,e. The contrast is then seen to remain posi-
tive, with local maxima coinciding with the positions of
atomic columns. In the 59mrad case in Fig. 11 b,e, the
contrast is found to be higher close to the exit face, while,
in the 75mrad case in Fig. 11 c,f, the contrast goes through
a smooth decay across specimen thickness, with a peak
close to the entrance face. These findings can be related
to the weighting being equal to the square of the spatial
frequency, thus leading to a stronger impact of high-angle
contributions relative to those of lower scattering angles.

To go further, it is noteworthy that the difference be-
tween the raw and normalised second moment ⟨p2⟩θl of the
scattered intensity has its origin in the finite cut-off angle,
which is unavoidable given the finite solid angle that can
be covered by the camera. When the electron probe is
positioned on an atomic column, high-angle scattering be-
yond this cut-off increases as compared to positions in be-
tween, such that the denominator of eq. (4) varies with the
probe position whenever the summation does not include
the total scattered intensity.

In order to assess the thickness dependence in con-
ditions where the high-angle contribution becomes dom-
inant, we plot the value taken by the real-space average of
⟨p2⟩Nθl against specimen thickness in Fig. 12. The measure-
ment is done for increasing values of cut-off angle θl, over
a new set of multislice simulations, this time performed
in exact [001] zone axis geometry, with a fixed focus of

0 nm and an increased spatial frequency cut-off of about
373 nm−1, thus allowing to reproduce diffraction features
at higher angles. Results display a monotonous variation
of ⟨p2⟩Nθl against increments of specimen thickness, simi-
larly to observations made about the ADF mode in past
work [42, 43].

3.2.2. Analytical treatment by Mott scattering

Relativistic electron scattering in solids is a complex
function of the detailed arrangement of atoms with respect
to a given incident beam direction, as well as the details of
the incident electron wave function. Whereas extensive nu-
merical multislice [36] or Bloch wave [49] simulations are
needed to calculate the angular distribution of scattered
electrons quantitatively, simplified and abstract analytical
considerations need to be employed to shed light on global
aspects of the scattered intensity [50, 51]. Here, we are
interested in the convergence of ⟨p2⟩θl for θl going towards
infinity, which is thus dominated by high-angle scatter-
ing. Unlike Bragg scattering at low and medium angles,
scattering to high angles is largely incoherent with respect
to the actual atomic structure. This means that, at least
in the case where θl → ∞, we can regard the scattered
intensity as being the incoherent summation over single
atom scattering events. Hence, it is sufficient to consider
electron scattering at a single atom to obtain the main
characteristics of ⟨p2⟩θl for large cut-offs θl.

The atomic scattering potential is produced by the sum
of the nuclear charge density eρZ(R⃗) of a nucleus with
atomic number Z and elementary charge e, and the elec-
tronic charge density −eρX(R⃗). Note that we use cap-

ital letters R⃗ and K⃗ for the three-dimensional real and
reciprocal space, respectively, to distinguish from the two-
dimensional vectors r⃗ and k⃗ considered in the previous
sections. By employing the Poisson equation and assum-
ing a point-shaped nucleus represented by Dirac’s delta
function with ρZ(R⃗) = Zδ(R⃗), the Mott-Bethe relation is
obtained, which relates the atomic scattering amplitudes
fe and fX for electrons and X-rays, respectively,

fe(K⃗) =
e

4π2ε0K⃗2

[

Z − fX(K⃗)
]

≈
Ze

4π2ε0K⃗2
. (7)

The approximation is only valid for high-angle scatter-
ing for which electrons interact dominantly with the un-
screened nuclear potential, such that fX , being the Fourier
transform of the electronic charge density, can be neglected.

The incident electrons interact with the projected po-
tential of the atom if we consider only single scattering.
Because fe(K⃗) is the Fourier transform of the atomic Coulomb

potential, fe(k⃗) is the Fourier transformed potential pro-
jected along z-direction.

The limit of ⟨p2⟩θl for increasing θl will not depend on
the details of the illumination. Let us, therefore, assume
plane wave incidence. Note that this doesn’t contradict the
observed focus dependence in the previous part, because
we now let θl → ∞, which, as demonstrated in the pre-
vious subsection, leads to a domination of the high-angle
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Figure 11: ⟨p2⟩R
θl

and ⟨p2⟩N
θl

signals for increasing cut-off angles θl. Data is given as a function of specimen thickness and probe focus, the

latter being zero at the entrance surface. The positions of the entrance and exit surfaces on the focus axis are indicated as well. The size of
an single image in the graph is indicated as a red rectangle.
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Figure 12: Result of the real-space average of ⟨p2⟩N
θl

images, within

one unit cell, for increasing specimen thickness. The measurement
was done with varying cut-off angle θl. ⟨p2⟩N

θl
is expressed in nm−2.

contribution. The scattered intensity is then proportional
to

I(k⃗) =
Z2e2

16π4ε20k⃗
4
=:

C1

k⃗4
. (8)

The integration of just I(k⃗) over ring segments kdφ dk in
the diffraction pattern up to a cut-off kl directly yields the
hyperbolic convergence to the total intensity as −k−2

l .
For the second moment, we have:

⟨k2⟩θl = C0 + 2πC1

kl
∫

km

1

k4
· k2 k dk

= C0 + 2πC1 log

(

kl

km

)

(9)

where we introduced the lower integration limit km > 0.
This is justified since eq. (8) is an approximation for high-
angle scattering. For lower angles, fX would need to be
taken into account to avoid the divergence for k → 0. How-
ever, the integral from k = 0 to k = km can be considered
a constant C0 determined also by the electronic configu-
ration that does not govern the global behaviour for large
angles to be derived here. Most importantly, the second
moment in diffraction space is found to diverge logarith-
mically with the cut-off angle.

3.2.3. Numerical proof of logarithmic divergence

The neglect of low-angle details of the scattered inten-
sity and multiple scattering as well as the assumption of
plane wave incidence above lead to a compact analytical
expression in eq. (9). It nevertheless needs to be validated
by numerical simulations that account for these effects. To
that end, we again turn towards the simulation employed
in Fig. 12.

⟨p2⟩Nθl was extracted while varying θl from 23mrad to
499mrad in steps of 4mrad, and averaged over a scan-
ning window covering one unit cell of the specimen for all
available specimen thicknesses. The values taken by the

Figure 13: a) Results of the real-space average of ⟨p2⟩N
θl

images,

within one unit cell, for increasing cut-off frequencies kl. The mea-
surement is done with varying thickness, and a focus equal to zero.
The curves are fitted with a parametric function, depicted as dot
curves. b) Values taken by the fitting parameters α, β and δ, as well
as the average quadratic error within the considered range, plotted
as functions of thickness.
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real-space average are plotted against θl in Fig. 13 a, for a
selection of thicknesses. The curves were fitted [52] using
a parametric function of the form

⟨p2⟩Nθl : f(kl) = α log

(

kl − δ

β

)

, (10)

while using α, β and δ as fit parameters. This paramet-
ric function was chosen consistently with eq. (9), with a
spatial frequency offset δ included in the logarithm. This
was done to allow the error minimization process to adapt
the region of fitting by a lateral shift of the curve so as to
represent the angular range where the actual logarithmic
behaviour is present. In that regard, the fitted data points
were restricted to a high-angle region covering 80 < θl <

500mrad.
The fitted parametric function is plotted in Fig. 13 a

as a dotted curve for each thickness referred to in the leg-
end. Evidently, the logarithmic characteristics are indeed
confirmed by the multislice results. The quadratic rela-
tive error of the fit is plotted in Fig. 13 b as a function of
thickness. This error, averaged among the data points in-
cluded within the 80 < θl < 500mrad window, is observed
to remain below 0.02% in the thickness range considered.
It however increases systematically with increasing thick-
ness. This is likely related to the increment in the propor-
tion of dynamically scattered electrons in the high-angle
region, which are not included in the previous analytical
approach, due to being limited to the Mott-Bethe rela-
tion. A plateau is reached at about 15 nm in thickness,
which, in turn, could be due to the high-angle region being
then dominated by TDS, here included through the frozen
phonon approximation. The values taken by the parame-
ters α, β and δ, respectively expressed in nm−2 and nm−1,
are also plotted against thickness in Fig. 13 c,d,e.

A remarkable linearity is found for the thickness de-
pendence displayed by the parameter α. This, consistently
with Fig. 12, shows that the domination of the high-angle
contribution in ⟨p2⟩N leads to dependencies to the speci-
men structure that can be exploited for the characteriza-
tion of materials, and which are commonly found in the
ADF imaging mode. The parameters β and δ, in the other
hand, can be simply understood as offsets in the horizontal
and vertical axes of Fig. 13 a. They thus act as additional
degrees of freedom for the fitting process to be done on
parts of the curve that better obey the logarithmic behav-
ior. In that respect, the dependence shown by these two
parameters reflect the quality of fit assessed in Fig. 13 b.

Note that the logarithmic divergence observed in Fig. 13 a
is not affected by probe focus. This is because an incoher-
ent average of the diffracted intensity over one unit cell
leads to a cancellation of the aberration function [53].

Discussion

We found that different STEM techniques are affected
by probe focus in a specific manner, depending on the ge-
ometry of the employed specimen. In particular, the focus

Figure 14: Profiles of the electron probe wave function (amplitude
normalised to its maximum) in dependence of focus for 200 kV elec-
trons and a semi-convergence angle of 23mrad. Even for comparably
large foci, the full width at half maximum is still within the range of
1 nm.

at which the contrast of the real-space image reaches a
maximum is inherently signal-specific. This finding is es-
pecially relevant for the field of experimental condensed
matter physics, because it translates into different speci-
men parameters being obtained with different sensitivities
depending on the incident electron wave.

As a premise of this work, MR-STEM was shown to be
employable to yield multiple information in parallel, such
as thickness, chemical composition and electric field distri-
bution. The different focus-dependence found among the
STEM signals is therefore critical to this multidimensional
approach, since the ideal conditions for all those measure-
ments are potentially not all achievable through a single
recording.

The most intuitive way to circumvent this limitation
is the acquisition of a four-dimensional set of data for a
series of probe foci. In that manner, a number of five
measurement dimensions can be reached, though at the
cost of experimental practicability. Due to currently avail-
able detector frame rates in the range of a few kHz, field of
view, sampling and acquisition time are still constrained
[1–8]. Nevertheless, hardware development progresses fast
at present, such that FS-MR-STEM can be considered to
become routinely feasible in practice in the coming years.
This method has the supplementary advantage of yielding
additional information, including the position of the in-
terfaces between the specimen and vacuum in the vertical
direction. This measurement was here shown to be best
performed by employing the second moment in diffraction
space, calculated as a function of scan position and probe
focus, due to its robustness against limited variations of
the angular cut-off.

The sensitivity to both top and bottom face of the
specimen makes the method attractive to study local to-
pography. However, when the probe is focused to the bot-
tom surface, the top surface is scanned with an extended
probe which puts a limit to the spatial resolution of the

15



method. Figure 14 shows simulated profiles for selected
electron probes. The probe diameter is still below 1 nm in
terms of the full width at half maximum even at a focus
of −20 nm, which provides a figure of merit for the spatial
resolution in mapping surface geometries.

As a new 4D STEM-specific signal, the second mo-
ment is especially relevant for scattering physics, not only
because of its surface sensitivity, but also due to its high-
angle characteristics, which can be understood in an an-
alytical manner through a simple logarithmic model. In
particular, a linear dependence to the thickness of the
specimen was found for the parameter α in eq. (9), which
is attractive for future work where thickness is a crucial
parameter. In that respect, ⟨p2⟩N has the additional ad-
vantage that it is, by the definition given in eq. (4), in-
dependent of the incident intensity and can be thus com-
pared to simulation directly. In contrast, the quantitative
HAADF imaging mode [42–44, 54, 55] provides thickness
information by comparing experimental and scattered in-
tensities normalised to the incident beam intensity, which
needs to be measured in an additional experiment. More-
over, the present approach includes the precise knowledge
of the diffraction coordinate system and thus of the cut-off
angle, as well as the possibility to correct elliptical distor-
tions in the recorded diffraction patterns.

To go further, simulating the propagation of electrons
travelling at high angles to the optical axis in the projec-
tion system is challenging [56], such that the exploration
of ⟨p2⟩N up to relatively low angles in the range below
150mrad could be attractive. On the other hand, a quan-
titative simulation of ⟨p2⟩N needs to treat low-angle scat-
tering accurately. In that respect, recent studies [9, 10, 57]
point out a significant impact of inelastic scattering on the
angular distribution of diffracted intensity due to, e.g.,
plasmon excitations. The impact of such processes on
⟨p2⟩N is beyond the scope of this work and shall become a
subject in future studies.

It is noteworthy that, to study the signal-specificity of
the focus-dependencies, we additionally considered the in-
fluence of several supplementary factors in comprehensive
simulations. This includes aberrations such as first-order
and second-order astigmatism, spherical aberration and
coma, partial coherence and carbon contamination. In the
ranges expected for our experiment, we found that none
of those factors would have significant impact on the con-
clusions drawn so far. The details of the influence of such
experimental imperfections thus go beyond the scope of
this work, but will be discussed in a further publication.
Furthermore, the main features of the focus-dependence
observed in the case study of In2Se3, including the sur-
face effects and the fixation of the maximum electric fields
sensitivity at a constant depth for thicknesses above a cer-
tain threshold, are in fact found in other materials. This
was verified in supplementary multislice simulation work
performed on bulk Au and SrTiO3. This therefore shows
the generality of our findings with regards to the exact
specimen employed.

Summary and conclusion

In summary, we reported the sensitivity of MR-electron
scattering to the focusing of a coherent probe in experi-
ment and simulation. An automated acquisition scheme
has been implemented in a scanning transmission electron
microscope to yield atomically resolved focus-dependent
4D STEM data. It was found that conditions for max-
imum contrast differ among different signals such as Z-
contrast images, coherent low-angle scattering as well as
first and second moment imaging. In that respect, care
must taken when considering a single momentum-resolved
acquisition to provide universal STEM information. Most
importantly, the second moment exhibits high sensitivity
to the vertical location of specimen surfaces. Both the an-
alytical and simulation-based analysis of the second mo-
ment characteristics with increasing cut-off angle revealed
logarithmic divergence, which we used to derive a linear
dependency on specimen thickness within parametric fits.
To conclude, FS-MR-STEM provides fundamental insights
into the scattering dynamics of relativistic electrons in
crystals while providing detailed information about their
shape, revealing dedicated contrast optima for signals that
are sensitive to chemistry, thickness and electric fields.

Appendix A: Thickness measurement and assess-
ment of specimen damage

Thickness estimation

For the purpose of measuring specimen thickness, a di-
rect comparison of the simulated and experimental position-
averaged convergent beam electron diffraction (PACBED)
patterns was performed.

For an objective estimation, we determined the ellipti-
cal distortion parameters from the experimental pattern,
depicted in Fig. 15 a, by fitting the rim of the undiffracted
beam using the radial gradient method [1]. A distortion-
corrected counterpart, with an interpolation done such
that the resulting pixel size is 1 by 1mrad is given in
Fig. 15 b. This result was then compared to a simula-
tion given in Fig. 15 d, itself interpolated from the raw
simulation results depicted in Fig. 15 c in order to have
the same sampling in simulation and experiment. The
best agreement was found for a number of 7±1 vertically
stacked unit cells, with ac=1.92 nm. A specimen mistilt of
1.7±0.5mrad was additionally determined.

Specimen damage and contamination

The quadratic averaged intensity of the experimen-
tal PACBED pattern, as measured within the primary
beam, does not vary more than 1%, thus demonstrating
the absence of specimen damage throughout the acquisi-
tion. Given this, carbon contamination can additionally
be estimated to be negligible, as the average HAADF in-
tensity detected through the series does not vary in a sys-
tematic manner, with possible variations remaining below
1% as well.
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Figure 15: Comparison of position-averaged diffraction features be-
tween experiment and simulation. a) Experimental and c) simulated
PACBED patterns are given both directly and b,d) after a distor-
tion correction step, followed by an interpolation done such that each
pixel displayed is 1 by 1mrad in size.

Appendix B: calculation of divergence and integral
using finite differences in a five-point stencil

In this work, the divergence ρ and integral ϕ of ⟨p⃗⟩N are
obtained through a five-point-stencil calculation scheme.
Below, we give the details of its derivation through finite
differences.

We begin by writing explicitly

⟨p⃗⟩N(x, y) = [ px(x, y) ; py(x, y) ]

such that

ρ(x, y) =
∂px(x, y)

∂x
+

∂py(x, y)

∂y

and

[ px(x, y) ; py(x, y) ] =

[

∂ϕ(x, y)

∂x
;
∂ϕ(x, y)

∂y

]

.

Using finite differences, we can approximate the deriva-
tion of [ px(x, y) ; py(x, y) ] by [x ; y ] through

∂px(x, y)

∂x
=

px(x+ δx, y)− px(x− δx, y)

2δx

∂py(x, y)

∂y
=

py(x, y + δy)− py(x, y − δy)

2δy
.

In that manner, and while identifying δr = δx = δy to
the pixel size of the scan window, the extraction of ρ can
be done both easily by means of calculating

ρ =
Dx(x, y) +Dy(x, y)

2δr

with

Dx(x, y) = px(x+ δx, y)− px(x− δx, y)

Dy(x, y) = py(x, y + δy)− py(x, y − δy) .

The calculation of ϕ is done afterward using the rela-
tion between ϕ(x, y) and ρ(x, y)

ρ(x, y) = ∆ϕ(x, y) =
∂2ϕ(x, y)

∂x2
+

∂2ϕ(x, y)

∂y2
,

with the second-order derivatives being given by

∂2ϕ(x, y)

∂x2
=

ϕ(x+ δx, y)− 2ϕ(x, y) + ϕ(x− δx, y)

δx2

∂2ϕ(x, y)

∂y2
=

ϕ(x, y + δy)− 2ϕ(x, y) + ϕ(x, y − δy)

δy2
.

By assigning δr = δx = δy again, this results in

ρ(x, y) =
F (x, y)− 4ϕ(x, y)

δr2

with

F (x, y) = ϕ(x+δr, y)+ϕ(x−δr, y)+ϕ(x, y+δr)+ϕ(x, y−δr) .

ϕ(x, y) can then be obtained from ρ(x, y) by iterating

ϕn+1(x, y) =
Fn
r (x, y)− δr2ρ(x, y)

4
,

a sufficient number of times.
Using this technique, the extraction of the integral ϕ

from the first moment map ⟨p⃗⟩N can be reliably performed
with low sensitivity to noise, due to the successive sub-
traction and summation of neighboring pixels in the vec-
tor map, and no reconstruction artefacts. Nevertheless,
the process itself, in particular with the requirement of a
user-defined number of iterations, may be slightly time-
consuming in comparison to other methods such as the
Fourier integration [47]. This is however not a notable
limitation, unless the calculation has to be done live.
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