
This item is the archived peer-reviewed author-version of:

Atom column detection from simultaneously acquired ABF and ADF STEM images

Reference:
Fatermans Jarmo, den Dekker A.J., Müller-Caspary K., Gauquelin Nicolas, Verbeeck Johan, Van Aert Sandra.- Atom column detection from simultaneously
acquired ABF and ADF STEM images
Ultramicroscopy - ISSN 0304-3991 - (2020), 113046 
Full text (Publisher's DOI): https://doi.org/10.1016/J.ULTRAMIC.2020.113046 
To cite this reference: https://hdl.handle.net/10067/1697060151162165141

Institutional repository IRUA

https://repository.uantwerpen.be


Atom column detection from simultaneously acquired ABF and ADF STEM images

J. Fatermansa,b,c, A.J. den Dekkerc, K. Müller-Casparyd, N. Gauquelina,b, J. Verbeecka,b, S. Van Aerta,b,∗

aElectron Microsopy for Materials Science (EMAT), University of Antwerp, Groenenborgerlaan 171, 2020 Antwerp, Belgium
bNANOlab Center of Excellence, University of Antwerp, Belgium

cimec-Vision Lab, University of Antwerp, Universiteitsplein 1, 2610 Wilrijk, Belgium
dErnst Ruska-Centre for Microscopy and Spectroscopy with Electrons, Forschungszentrum Jülich, 52425 Jülich, Germany

Abstract

In electron microscopy, the maximum a posteriori (MAP) probability rule has been introduced as a tool to determine the most
probable atomic structure from high-resolution annular dark-field (ADF) scanning transmission electron microscopy (STEM) im-
ages exhibiting low contrast-to-noise ratio (CNR). Besides ADF imaging, STEM can also be applied in the annular bright-field
(ABF) regime. The ABF STEM mode allows to directly visualize light-element atomic columns in the presence of heavy columns.
Typically, light-element nanomaterials are sensitive to the electron beam, limiting the incoming electron dose in order to avoid
beam damage and leading to images exhibiting low CNR. Therefore, it is of interest to apply the MAP probability rule not only to
ADF STEM images, but to ABF STEM images as well. In this work, the methodology of the MAP rule, which combines statistical
parameter estimation theory and model-order selection, is extended to be applied to simultaneously acquired ABF and ADF STEM
images. For this, an extension of the commonly used parametric models in STEM is proposed. Hereby, the effect of specimen tilt
has been taken into account, since small tilts from the crystal zone axis affect, especially, ABF STEM intensities. Using simulations
as well as experimental data, it is shown that the proposed methodology can be successfully used to detect light elements in the
presence of heavy elements.

Keywords: Scanning transmission electron microscopy (STEM), Annular bright-field (ABF), Annular dark-field (ADF),
Statistical parameter estimation, Maximum a posteriori (MAP) probability

1. Introduction

Due to improvements in aberration correction technology,
scanning transmission electron microscopy (STEM) has be-
come a widely used technique to visualize nanomaterials down
to sub-angstrom resolution [1, 2]. In particular, annular dark-
field (ADF) imaging is a well-established imaging mode in
STEM, in which the collection range of the annular detec-
tor lies outside of the illumination cone of the focused elec-
tron beam [3, 4]. The ADF STEM mode allows to obtain
images with atomic resolution and exhibits a strong depen-
dence on atomic number [5, 6]. Yet, merely visually inter-
preting high-resolution ADF images is insufficient to obtain
precise structure information, which is crucial to fully under-
stand the structure-properties relation of nanomaterials, since
their physical and chemical properties are strongly dependent
on their exact structural and chemical composition. Hence,
a quantitative approach is required, which is provided by sta-
tistical parameter estimation theory [7–12]. Recently, it has
been shown that the concepts of statistical parameter estimation
in STEM can be combined with model-order selection, lead-
ing to the so-called maximum a posteriori (MAP) probability
rule [13, 14]. This method allows to determine the structure
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of unknown nanomaterials in an automatic and objective man-
ner and to detect atomic columns and even single atoms from
high-resolution ADF STEM images with high reliability. The
method is especially useful for the analysis of the structure of
beam-sensitive materials. Due to the limited incoming electron
dose that should be used to avoid beam damage, images of such
materials typically exhibit low signal-to-noise ratio (SNR) and
low contrast, and hence low contrast-to-noise ratio (CNR). As a
result, a visual determination of the number of atomic columns
in such images is unreliable and may lead to biased structure
information.

In particular, the visualization of light-element atomic
columns from ADF STEM images is challenging since light
elements only scatter electrons weakly to high detector angles
leading to low intensities in ADF images. As a result, light ele-
ments are barely visible and especially difficult to detect in the
presence of heavy elements [13, 15, 16]. Interestingly, direct
visualization of light elements has been enabled by the annular
bright-field (ABF) mode in STEM where an annular detector
spanning a range within the illumination cone of the electron
beam is used [17, 18]. Due to the fact that ABF image con-
trast is less dependent on atomic number than ADF contrast
[19, 20], light elements can be visualized better in the pres-
ence of heavy elements. This reduced dependence on atomic
number, though, makes differentiating between atomic columns
with close atomic numbers more difficult. In addition, due to
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dynamical scattering, there is a non-monotonic intensity rela-
tionship with atomic number at all thicknesses. As a result,
identifying the atom types of columns in an ABF image is not
straightforward. Therefore, a simultaneous acquisition of both
ABF and ADF STEM images is an interesting option to visu-
alize atoms of a large range of atomic numbers for studying
and interpreting materials at the atomic scale consisting of both
light and heavy atoms. In case of beam-sensitive materials, the
MAP probability rule [13, 14] can be used to determine the
number of atomic columns for which there is most evidence in
the simultaneously acquired ABF and ADF STEM image data.

Typically, the projected atomic columns in atomic resolution
STEM images are modelled as Gaussian peaks superimposed
on a constant background [12, 21, 22]. This methodology has
been applied predominantly in the analysis of ADF STEM im-
ages [23–33], but it has also been used for obtaining quantita-
tive information from ABF STEM images [34]. In the present
paper, alternative parametric models for quantifying simulta-
neously acquired ABF and ADF STEM images are proposed
by extending the commonly used parametric models in STEM.
This results in alternative analytical expressions for the recently
proposed MAP probability rule. Furthermore, it is shown that
the proposed methodology allows to extend the concept of atom
detectability [14] to simultaneously acquired ABF and ADF
STEM image data. In addition to this, it is shown that the re-
cently introduced ADF image-quality measure, namely the in-
tegrated CNR (ICNR) [14], also applies to ABF images and can
be extended to simultaneously acquired ABF and ADF images.

This article is organized as follows. In section 2, the method-
ology to quantitatively analyze ABF and ADF STEM images si-
multaneously by the MAP probability rule is described in detail.
This is followed in section 3 by showing that the concepts of
atom detectability and ICNR, which were introduced for ADF
STEM data, can be extended to simultaneously acquired ABF
and ADF images as well. In section 4, the proposed method is
applied to experimental images. Finally, in section 5, conclu-
sions are drawn.

2. Methodology

2.1. Model-based parameter estimation
From the viewpoint of statistical parameter estimation the-

ory, STEM images are considered as data planes from which
unknown structure parameters need to be estimated. The start-
ing point of this procedure is the construction of a parametric
model that describes the expectations of the image pixel val-
ues as a function of unknown parameters. Then, quantitative
structure information is obtained by fitting the model to the
observed experimental data with respect to the unknown pa-
rameters using a criterion of goodness of fit. For atomic res-
olution STEM images, the projected atomic columns can be
described as Gaussian peaks [12] since STEM intensities are
sharply peaked at the atomic column positions [21, 22]. When
the observed STEM pixel values of an image of K × L pixels
are given by the vector w = (w11, . . . ,wKL)T and when each
Gaussian peak is assumed to have a different width, the expec-
tation model fkl(θ), with θ the vector of unknown parameters,

describes the expectation of the observed pixel value wkl at po-
sition (xk, yl):

fkl(θ) = ζ +

N∑
n=1

ηnexp
(
−

(xk − βxn )2 + (yl − βyn )2

2ρ2
n

)
, (1)

where ζ is a constant background, ρn, ηn, βxn and βyn are the
width, the height and x- and y-coordinates of the nth atomic
column described by a Gaussian peak, respectively, and N is the
total number of atomic columns. The unknown parameters of
the expectation model are represented by the parameter vector:

θ = (βx1 , . . . , βxN , βy1 , . . . , βyN , ρ1, . . . , ρN , η1, . . . , ηN , ζ)T . (2)

For analyzing materials containing both light and heavy
atoms, an interesting option is to acquire ABF and ADF STEM
images simultaneously. As such, due to the simultaneous ac-
quisition, a pixel at location (xk, yl) possesses both an ABF and
ADF intensity. In order to obtain quantitative measurements
from the ABF and ADF image data, statistical parameter esti-
mation theory may be applied using a parametric model such
as, for example, the one given by Eq. (1), as well as other sim-
ilar models [12]. Although this methodology has up to now
predominantly been applied to quantify ADF STEM images,
it can be used to describe both ABF and ADF image data. For
ADF STEM images, the atomic columns are modelled as Gaus-
sian peaks with a positive height η since atomic columns in
ADF STEM are depicted as bright spots on a dark background.
Atomic columns in ABF STEM, though, are depicted as dark
spots on a bright background. As a result, they are fitted by
Gaussian peaks with a negative height η.

Nevertheless, a model such as the one given by Eq. (1) only
allows to quantify an ABF or ADF STEM image independently
of each other. To overcome this problem, the currently used
models for quantifying STEM images need to be extended to
fit both the ABF and ADF images simultaneously. This can be
done by assuming that the Gaussian peaks describing a particu-
lar atomic column, one with negative height for the ABF image
and one with positive height for the ADF image, are located
at the same position, corresponding to the actual position of
the projected atomic column. When the observed STEM pixel
values of the ABF and ADF images are denoted as wABF and
wADF , respectively, and under the assumption that each esti-
mated Gaussian peak has a different width, the extended expec-
tation model f kl(θ), describing simultaneously acquired ABF
and ADF STEM images, gives the expectation of the observed
pixel values wkl = (wABF

kl ,wADF
kl ) at position (xk, yl):

f kl(θ) = ( f ABF
kl , f ADF

kl )

=

(
ζABF +

N∑
n=1

ηABF
n exp

(
−

(xk − βxn )2 + (yl − βyn )2

2(ρABF
n )2

)
,

ζADF +

N∑
n=1

ηADF
n exp

(
−

(xk − βxn )2 + (yl − βyn )2

2(ρADF
n )2

))
,

(3)

where f ABF
kl and f ADF

kl denote the expectation models describing
the ABF and ADF image, respectively. The parameters ζABF
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and ζADF describe the constant background and ρABF
n , ρADF

n ,
ηABF

n , ηADF
n denote the widths and heights of the nth atomic col-

umn described by two Gaussian peaks, respectively, in both the
ABF and ADF images. For the model given by Eq. (3), the
unknown parameters are represented by the parameter vector:

θ = (βx1 , . . . , βxN , βy1 , . . . , βyN , ρ
ABF
1 , . . . , ρABF

N , ρADF
1 , . . . , ρADF

N ,

ηABF
1 , . . . , ηABF

N , ηADF
1 , . . . , ηADF

N , ζABF , ζADF)T .

(4)

However, it is well known that the observed atomic column
positions in ABF STEM images are sensitive to specimen tilt
[35–37]. This causes a deviation of the observed positions from
the actual positions of the projected atomic columns. The ob-
served locations of the atomic columns in ADF STEM images,
though, are less sensitive to specimen tilt and can be considered
to be reliable indicators of the true column positions even in
the presence of some tilt [19, 38, 39]. Thus, due to the effect
of specimen tilt, the observed column positions in ABF STEM
can be shifted as compared to the observed positions in ADF
STEM. Since small tilts of the electron beam with respect to the
crystal zone axis can easily be present in STEM experiments, it
is important that the model that is fitted to the images accounts
for the effect of the shifted observed column positions in ABF
images. This will result in more accurate quantitative measure-
ments. For this purpose, the expectation model proposed in
Eq. (3) is modified by allowing the ABF peak locations to de-
viate from the ADF peak locations along the tilting direction:

f kl(θ) = ( f ABF
kl , f ADF

kl )

=

(
ζABF +

N∑
n=1

ηABF
n exp

(
−

(xk − γxn )2 + (yl − γyn )2

2(ρABF
n )2

)
,

ζADF +

N∑
n=1

ηADF
n exp

(
−

(xk − βxn )2 + (yl − βyn )2

2(ρADF
n )2

))
,

(5)

with

(γxn , γyn ) = (βxn + αncosφ, βyn + αnsinφ) (6)

where φ and αn indicate, respectively, the direction and ampli-
tude of the shift of the nth Gaussian peak in the ABF image
with respect to the corresponding peak in the ADF image. The
amplitude of the shift is not necessarily equal or has the same
sign for all atomic columns in the image, but depends on atom
type and orientation [35–37]. This is due to the coherent image
formation process in ABF STEM. In Eqs. (5) and (6), a conser-
vative approach has been followed where no prior knowledge
about the atom types and orientations is considered. This is
the most general case where each atomic column possesses an
individual amplitude of shift. Note that in Eq. (6) the shift of
the ABF peaks only occurs along the tilting direction, as it is
assumed that no atom position shift is observed in a direction
perpendicular to this direction [35]. For the model given by
Eq. (5) the parameter vector containing the unknown parame-

Parameter Symbol Value
Acceleration voltage V0 (kV) 300
Defocus ε (Å) 0
Spherical aberration Cs (mm) 0.001
Spherical aberration of 5th order C5 (mm) 0
Semiconvergence angle α (mrad) 22.9
ABF detector inner radius βABF

1 (mrad) 12
ABF detector outer radius βABF

2 (mrad) 22
ADF detector inner radius βADF

1 (mrad) 88
ADF detector outer radius βADF

2 (mrad) 98
Pixel size ∆x = ∆y (Å) 0.23
Number of scanned pixels K×L 27×27
FWHM of the source image FWHM (Å) 0.7

Table 1: Microscope parameter values for simulation of an ABF and ADF
STEM image of a 10 nm thick SrTiO3 unit cell using MULTEM including 5
mrad specimen tilt.

ters is given by

θ = (βx1 , . . . , βxN , βy1 , . . . , βyN , ρ
ABF
1 , . . . , ρABF

N , ρADF
1 , . . . , ρADF

N ,

ηABF
1 , . . . , ηABF

N , ηADF
1 , . . . , ηADF

N , α1, . . . , αN , φ, ζ
ABF , ζADF)T .

(7)

In order to verify whether the proposed parametric model in
Eq. (5) is a valid model to describe images in the presence of
tilt, a simulation of SrTiO3 with a thickness of 10 nm has been
performed using MULTEM [40, 41] with a specimen tilt of 5
mrad along the [010]-direction. The parameters of this simu-
lation are included in Table 1. In Fig. 1, the arrangement of
the Sr, Ti-O, and O columns is shown along with the simulated
ADF and ABF STEM images in Figs. 1(a) and (b), respectively.
First, these images have been analyzed using the parametric
model including the effect of specimen tilt given by Eq. (5),
where equal widths for the Gaussian peaks in the ABF image,
ρABF , and ADF image, ρADF , have been used. The estimated
column positions that follow from this approach are shown in
Figs. 1(a) and (b) by red dots. It can be seen that there is a
close correspondence between the estimated column positions
and the true column positions, shown by green crosses, which
have been determined by the atom positions of the top plane of
the tilted specimen, considering the limited depth of focus in
aberration-corrected STEM imaging [35]. In case the analysis
is, instead, performed using a parametric model neglecting the
effect of specimen tilt, such as the one given by Eq. (3), the esti-
mated column positions deviate further from the true positions.
This is shown in Figs. 1(a) and (b) where the estimated col-
umn positions using a model without taking specimen tilt into
account are shown by yellow dots. Quantitatively, the average
distance, including standard error, of the 9 estimated atomic
column positions in the simulated image from their true col-
umn positions including the effect of specimen tilt is 8 ± 3 pm,
whereas for neglecting tilt this is 18 ± 3 pm. This indicates
that the atomic column locations, obtained from analyzing si-
multaneously acquired ABF and ADF STEM image data by the
parametric model proposed in Eq. (5) including the effect of
specimen tilt, correspond better to the true atomic column loca-
tions than the atom column positions obtained from analyzing
the image data by a model neglecting the effect of specimen
tilt. Furthermore, it is noted that by simultaneously analyzing
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Figure 1: (a) Simulated ADF and (b) ABF STEM image of 10 nm-thick SrTiO3 with a tilt angle of 5 mrad where the highlighted areas have been enlarged in the
insets. The green crosses depict the true atomic column positions. The estimated atomic column positions obtained by performing model fitting including specimen
tilt are shown by red dots, whereas for neglecting specimen tilt the estimated column positions are depicted by yellow dots. The inset on the left indicates the
arrangement of the Sr, Ti-O, and O columns in (a) and (b).

ADF and ABF STEM image data more reliable atomic column
position estimates can be obtained as compared to analyzing
the images in a separate manner. By only taking into account
the ADF STEM image data shown in Fig. 1(a) and by using a
model such as the one given in Eq. (1), the average distance of
the estimated positions of the O columns from their true column
locations is 40 pm with a standard error of 20 pm. This devi-
ation can be reduced by considering ABF STEM because this
imaging mode is more suitable than ADF STEM for visualizing
light elements, such as O. By only relying on the ABF STEM
image data of Fig. 1(b) instead, the average distance, includ-
ing standard error, of the estimated positions of the O columns
from their true locations is 24.8± 0.8 pm. Although a great im-
provement as compared to ADF STEM can be achieved, the es-
timated atomic column positions that follow from ABF STEM
are prone to the effect of specimen tilt. By simultaneously an-
alyzing the ADF and ABF STEM image data using the pro-
posed model in Eq. (5), the average distance of the estimated
O column positions from their true locations is reduced to 16
pm with a standard error of 2 pm. The reason for this result
lies in the fact that this model allows to take into account the
improved light element signal of ABF STEM along with the
effect of specimen tilt, which is otherwise not possible.

2.2. Maximum a posteriori (MAP) probability

In order to extract reliable structure information from simul-
taneously acquired ABF and ADF STEM images using either a
model neglecting specimen tilt, such as in Eq. (3), or a model
including tilt, such as in Eq. (5), knowledge about the num-
ber of atomic columns N present in the images is required.
For beam-stable materials this number can be determined vi-
sually due to the high incoming electron dose that can be used
to image these materials. Beam-sensitive nanostructures, such
as specimens containing light elements, though, do not with-
stand a high incoming electron dose and, consequently, the dose
should be limited in order to avoid beam damage resulting into
images exhibiting low CNR. Since a simultaneous acquisition
of ABF and ADF STEM images is, in particular, interesting
for characterizing materials containing light elements, which
are typically beam-sensitive, a visual inspection of such im-
ages may lead to biased results. To overcome this problem, the

number of atomic columns N can be reliably quantified by the
recently proposed MAP probability rule, which is a combina-
tion of statistical parameter estimation and model-order selec-
tion [13, 14], and which can be derived from Bayes’ theorem
[42]:

p(N |w) =
p(w|N)p(N)

p(w)
, (8)

where p(N |w) denotes the posterior probability of the presence
of N atomic columns given the observed image pixel values
w. For a simultaneous aquisition of ABF and ADF images, w
can be considered as the ensemble of the observed image pixel
values of both images, {wABF ,wADF}. The MAP probability rule
evaluates the posterior probability p(N|w) as a function of num-
ber of atomic columns N. As such, the most probable number
of columns N̂ in the image data can be selected corresponding
to the maximum of p(N |w). The term p(w|N) at the right-hand
side of Eq. (8) reflects the evidence that the image data w is gen-
erated by N atomic columns. The probability p(N) expresses
prior knowledge of the number of atomic columns present in
the image data. Assuming that there is no a piori preference for
any number of columns, p(N) can be described as a uniform
distribution. The term in the denominator of Eq. (8) is merely a
normalization constant, which is independent of the number of
columns N, and, therefore, cancels out when comparing poste-
rior probabilities as a function of N.

In order to acquire an expression for the posterior probability
of the presence of N atomic columns given the observed image
pixel values w, p(N |w), Eq. (8) is written as [14]

p(N |w) ∝
∫

p(w|θ,N)p(θ|N)dMθ, (9)

where the first term in the integral, p(w|θ,N), is the likelihood
function which describes the probability of the observed image
pixel values w for particular values of the parameters θ of a
model with N atomic columns. In essence, the likelihood func-
tion is a measure of the goodness of fit of the model with the
experimental measurements or image pixel values. Since the
dominant noise source in STEM imaging is statistical Poisson
noise related to the process of electrons impinging onto the de-
tector [43] and since the time between subsequent single elec-
tron impacts has been shown to fit a Poisson random process
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[44], each observed image pixel value wkl at position (xk, yl)
is Poisson distributed [45, 46]. For an increasing expectation
value fkl(θ) of wkl, the Poisson distribution tends to be a nor-
mal distribution with mean µkl = fkl(θ) and standard deviation
σkl =

√
fkl(θ) [47]. As such, when assuming that σkl ≈

√
wkl

[14] and that the pixel values are statistically independent, the
likelihood function for a STEM image can be expressed as

p(w|θ,N) =
e−χ

2(θ)/2∏K
k=1

∏L
l=1
√

2πwkl
, (10)

where

χ2(θ) =

K∑
k=1

L∑
l=1

[wkl − fkl(θ)]2

wkl
(11)

is a weighted sum-of-squared residuals misfit between the data
and the parametric model. Since the noise for STEM images
acquired with different detector geometries can be considered
to be uncorrelated [48–50], it follows from Eq. (10) that the
likelihood function for simultaneously acquired ABF and ADF
STEM image data can be expressed as:

p(w|θ,N) =
e−χ

2(θ)/2∏K
k=1

∏L
l=1 2π

√
wABF

kl wADF
kl

, (12)

where

χ2(θ) =

K∑
k=1

L∑
l=1

 [wABF
kl − f ABF

kl ]2

wABF
kl

+
[wADF

kl − f ADF
kl ]2

wADF
kl

 . (13)

The other term in the integral in Eq. (9), p(θ|N), is the prior den-
sity of the parameters θ for a model with N columns. Different
expressions for the prior density function can be constructed re-
flecting different types of prior knowledge. Here, p(θ|N) is ex-
pressed as a product of uniform distributions over a predefined
range for each parameter θm in the model:

p(θ|N) =


∏M

m=1
1

θmmax−θmmin
for m = 1, ...,M: θmmin 6 θm 6 θmmax

0 otherwise
(14)

where the subscripts max and min refer to a predefined max-
imum and minimum value for each parameter, respectively.
It has been shown that approximate analytical expressions for
p(N |w) can be derived for several parametric models to deter-
mine the number of atomic columns for which there is most
evidence in ADF STEM image data [14]. From Eqs. (9), (12)
and (14), following the same methodology, p(N |w) for simulta-
neously acquired ABF and ADF STEM images using the model
given by Eq. (3), neglecting the effect of specimen tilt, results
into

p(N |w) ∝
N!

[(βxmax − βxmin )(βymax − βymin )(ρABF
max − ρ

ABF
min )]N

×
e−χ

2
min/2(4π)3N[det(∇∇χ2)]−1/2

[(ρADF
max − ρ

ADF
min )(ηABF

max − η
ABF
min )(ηADF

max − η
ADF
min )]N

,

(15)

where χ2
min = χ2(θ̂), with θ̂ the parameter vector that mini-

mizes χ2(θ) given by Eq. (13) and where the term det(∇∇χ2) =

det
(
∂2χ2(θ)
∂θ∂θT

∣∣∣
θ=θ̂

)
represents the determinant of the Hessian ma-

trix of χ2(θ) evaluated at θ̂. For the model given by Eq. (5),
including the effect of tilt by taking into account the direction
φ and amplitude αn of the shift of the nth Gaussian peak in the
ABF image with respect to the corresponding peak in the ADF
image, the posterior probability becomes

p(N |w) ∝
N!(αmax − αmin)−N

[(βxmax − βxmin )(βymax − βymin )(ρABF
max − ρ

ABF
min )]N

×
e−χ

2
min/2(4π)3.5N[det(∇∇χ2)]−1/2

[(ρADF
max − ρ

ADF
min )(ηABF

max − η
ABF
min )(ηADF

max − η
ADF
min )]N

.

(16)

By using Eqs. (15) or (16), depending on the underlying para-
metric model, the MAP probability rule allows to select the
most probable number of atomic columns N̂ present in simul-
taneously acquired ABF and ADF STEM images, and hence
the most probable atomic structure, by evaluating p(N |w) as a
function of N. The procedure for evaluating the MAP probabil-
ity rule for simultaneously acquired ABF and ADF STEM im-
ages is equivalent to the one for single ABF or ADF STEM data
[14]. Starting from an initial configuration containing N0 peaks,
the parameters θ of the initial model are optimized by minimiz-
ing the weighted sum-of-squared residuals misfit χ2(θ), given
by Eq. (13), subject to the constraint that θ should belong to
the support of the prior density function described by Eq. (14).
Then, an extra peak is added to the initial configuration, so a
model is constructed containing N0 + 1 peaks. The parameters
of this model are optimized according to the same procedure as
described above. Hereby, the starting values of the peaks are
based on the estimated parameter values of the previous esti-
mation, in this case of a model with N0 peaks. For the extra
added peak, though, many different starting positions are tested
to avoid ending up in a local minimum of χ2(θ). This procedure
continues until the parameters of a model with Nmax peaks are
optimized. It should be noted that the MAP probability rule is
not limited to the models given by Eqs. (3) and (5). Similar ex-
pressions as Eqs. (15) and (16) can be derived for other types
of models as well.

3. Atom detectability, accuracy and precision

Recently, an alternative ADF STEM image-quality measure,
ICNR, has been introduced that directly correlates with atom
detectability [14]. This means that for increasing ICNR val-
ues, the probability of detecting an atom from the image data
increases, and vice versa. The ICNR of an individual atomic
column in an ADF STEM image is defined as follows [14]

ICNR =
2πηADF(ρADF)2

[2πηADF(ρADF)2 + π(3ρADF)2ζADF]1/2 , (17)

where ηADF , ρADF , and ζADF denote the estimated height and
width of the column, and the background in the ADF image,
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respectively. A similar expression for ICNR can also be defined
for ABF STEM images:

ICNR =
2π|ηABF |(ρABF)2

[2π|ηABF |(ρABF)2 + π(3ρABF)2(ζABF + ηABF)]1/2 ,

(18)
where, similarly as for Eq. (17), ηABF , ρABF , and ζABF denote
the estimated height and width of the column, and the back-
ground in the ABF image, respectively. Note that ηABF in
Eq. (18) has a negative value, because columns in ABF images
are displayed as dark spots on a bright background. Although,
at first sight, Eqs. (17) and (18) calculate the ICNR in a dif-
ferent way, they, in fact, represent the same formula. This can
be better understood by considering the maximum pixel values,
wADF

max and wABF
max , and minimum pixel values, wADF

min and wABF
min ,

of an ADF and ABF image, respectively, in the area around the
column. As such, the following expressions hold:

wADF
max − wADF

min ≈ η
ADF

wABF
max − wABF

min ≈ |η
ABF |

wADF
min ≈ ζ

ADF

wABF
min ≈ ζ

ABF + ηABF .

(19)

From Eq. (19), Eqs. (17) and (18) can be rewritten in one ex-
pression as

ICNR ≈
2π(wmax − wmin)ρ2

[2π(wmax − wmin)ρ2 + π(3ρ)2wmin]1/2 , (20)

where wmax represents either wADF
max or wABF

max , wmin either wADF
min

or wABF
min , and ρ either ρADF or ρABF , depending on what type of

image is being analyzed.
For investigating atom detectability from simultaneously ac-

quired ABF and ADF STEM data, an ABF and ADF image of
an individual Si atom, deposited on a 5 nm amorphous C sup-
port, have been simulated using MULTEM. The amorphous C
support has been obtained by placing C atoms on random posi-
tions within the volume of the layer, reaching a density of 2.2
g × cm−3 [51]. During this procedure a new C atom is only
included if its distance with the other atoms is above a chosen
minimal distance of 0.14 nm, which is slightly lower than the
C-C bond length in graphene. The parameters of this simula-
tion are listed in Table 2. A varying incoming electron dose has

Parameter Symbol Value
Acceleration voltage V0 (kV) 120
Defocus ε (Å) 0
Spherical aberration Cs (mm) 0.001
Spherical aberration of 5th order C5 (mm) 0
Semiconvergence angle α (mrad) 21.0
ABF detector inner radius βABF

1 (mrad) 10
ABF detector outer radius βABF

2 (mrad) 20
ADF detector inner radius βADF

1 (mrad) 25
ADF detector outer radius βADF

2 (mrad) 100
Pixel size ∆x = ∆y (Å) 0.25
Number of scanned pixels K×L 50×50
FWHM of the source image FWHM (Å) 0.7

Table 2: Microscope parameter values for simulation of an ABF and ADF
STEM image of an individual Si atom on a 5 nm C support using MULTEM.

been applied to the simulated images in order to obtain a set of
images containing different ICNR values, where a higher elec-
tron dose results in a higher ICNR value and a lower dose in a
lower ICNR value. It is noted that in this procedure the simu-
lated ABF and ADF STEM data are not necessarily subject to
the same incoming electron dose. In this way, a great variety
of ICNR values for the ABF and ADF images can be obtained.
The ICNR of the ADF STEM images has been calculated using
Eq. (17), whereas Eq. (18) has been used for the ABF STEM
images. Each image obtained in this manner has been gener-
ated 100 times containing random Poisson noise.

Fig. 2(a) shows the observed detection rate of the Si atom, i.e.
the number of times the atom can be successfully detected from
the noise-disturbed simulated images by simultaneously ana-
lyzing the ABF and ADF STEM image data. The detection rate
is displayed as a function of the ICNR of the ADF and ABF im-
ages, depicted as ICNRADF and ICNRABF, respectively, and is
calculated by the MAP probability rule given by Eq. (15) eval-
uated for N = 0 and N = 1 atomic columns. Hereby, a paramet-
ric model is used assuming the images of the atom to be Gaus-
sian shaped, where the backgrounds ζADF and ζABF , and widths
ρADF and ρABF , heights ηADF and ηABF and x- and y-coordinates
βx and βy of the atom need to be estimated. It is clear from
Fig. 2(a) that the detection rate decreases with decreasing ICNR
values. Moreover, the circular symmetry indicates that atom de-
tectability is independent of the exact ICNRADF and ICNRABF

values as long as the square root of their quadratic sum remains
unchanged. As a result, the concept of ICNR, which has been
introduced for ADF STEM and which correlates image qual-
ity with atom detectability [14], can be extended for determin-
ing the combined quality of atomic columns in ABF and ADF
STEM images:

ICNR =
√

(ICNRADF)2 + (ICNRABF)2. (21)

From Fig. 2(a), it can be seen that from ICNR values of around
5.0 the detection rate of approximately 100 % starts dropping.
As such, ICNR = 5.0 can be considered as a threshold value
for reliable detection. It is stressed that Fig. 2(a) provides infor-
mation on the probability of detecting an atom from simultane-
ously acquired ABF and ADF STEM image data. In order to
make this possible, the methodology as described in section 2 is
necessary since one cannot simply combine the atom detectabil-
ity from ADF STEM with the one from ABF STEM in order to
obtain the atom detectability of a simultaneous acquisition of
ABF and ADF images. As such, Fig. 2(a) forms a natural ex-
tension of recent work where atom detectability has been corre-
lated with the image quality of solely ADF STEM images [14].

Besides investigating atom detectability for a simultaneous
analysis of ABF and ADF STEM images, also the accuracy
and precision with which the atom positions are estimated can
be evaluated. For this, the set of images of the Si atom on a 5
nm amorphous C support is used and analyzed in the same way
as described above. Hereby, a model containing one atomic
column has been considered. Accuracy and precision are in-
vestigated by calculating the squared distance between the es-
timated position of the Si atom (β̂x, β̂y) and the true atom po-
sition (βx, βy) for each pair of noise-disturbed simulated ABF
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Figure 2: (a) Observed detection rate of a Si atom by the MAP probability rule and (b) RMSE of locating the Si atom from Poisson noise-disturbed simulated ABF
and ADF STEM images as a function of ICNRADF and ICNRABF by simultaneous model fitting. The figures below show simulated ABF and ADF images, subject
to Poisson noise, for different values of ICNRABF and ICNRADF.

and ADF STEM images for all ICNRADF and ICNRABF com-
binations. When, for a certain ICNRADF and ICNRABF com-
bination, the estimated atom position of the ith pair of noise-
disturbed images is given by (β̂xi , β̂yi ), the squared distance for
this pair, d2

i , is defined as

d2
i = (β̂xi − βx)2 + (β̂yi − βy)2. (22)

By taking the square root of the average of d2
i , one obtains an

estimate of the root mean squared error (RMSE), which is a sta-
tistical measure of the deviation of the estimated atom position
from the true position:

RMS E =

√√√
1
I

I∑
i=1

d2
i , (23)

with I = 100 for each combination of ICNRADF and ICNRABF.
Fig. 2(b) shows the estimated RMSE as a function of ICNRADF

and ICNRABF. It can be concluded that for increasing ICNR
values the RMSE decreases, whereas for decreasing ICNR val-
ues the RMSE increases.

4. Experimental examples

In this section, the proposed methodology to detect atomic
columns by the MAP probability rule from simultaneously ac-
quired ABF and ADF STEM images is applied to two exper-
imental examples exhibiting low CNR. Hereby, the effect of
specimen tilt has been taken into account as small tilts might be
present causing a possible shift of the measured atomic column
locations in the ABF image as compared to the locations in the
ADF image.
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Figure 3: (a) Synthetic ADF and (b) ABF STEM image of SrTiO3 obtained from an experimental 4D STEM dataset. (c) and (d) Noisier counterparts of (a) and (b),
respectively. (e) and (f) Most probable refined models of the experimental ADF data in (c) and the ABF data in (d), respectively, obtained from the MAP probability
rule by analyzing the data in (c) and (d) simultaneously taking into account specimen tilt. The red dots indicate the estimated column locations corresponding to the
fitted ADF peak positions, whereas the green crosses correspond to the fitted ABF peak positions. (g) and (h) Most probable refined models by analyzing (c) and
(d) independently of each other, where the red dots correspond to the fitted peak positions in the image data. The arrow in (h) indicates the detection of an extra
column at a position where no column is expected.

4.1. SrTiO3

Figs. 3(a) and (b) show reference synthetic ADF and ABF
STEM images of SrTiO3, respectively, where the Sr, Ti-O and
O columns have been indicated, obtained from an experimental
4D STEM dataset [52] using a Medipix3 Quantum Detectors
Merlin camera attached to a probe-corrected FEI Titan oper-
ated at 300 kV with a semi-convergence angle of 22.9 mrad.
The camera frame time was 1 ms on top of a gap time of 412
µs due to read-out time imposed by the Medipix3 chip for ac-
quisition in single pixel mode. The detector collection range
for the ADF image has been chosen to be equal to 88-98 mrad,
whereas the collection range for the ABF image is 12-22 mrad.
Figs. 3(c) and (d) show noisier counterparts of Figs. 3(a) and
(b), respectively, obtained by summing the electrons integrated
over 10 equidistant detector rings with widths of 0.1 mrad sep-
arated by 1 mrad. The MAP probability rule for simultaneously
acquired ABF and ADF STEM data has been applied to the

images in Figs. 3(c) and (d), starting from an initial configura-
tion of N0 = 0 peaks, in order to obtain the number of atomic
columns N̂ for which there is most evidence in the image data,
and, as a result, the most probable atomic structure. For this,
the parametric model including the effect of specimen tilt given
by Eq. (5) has been used, since tilt might be present, where
widths ρABF and ρADF of the Gaussian peaks in the ABF im-
age and ADF image, respectively, have been fitted, since the
width of an atomic column is mainly determined by the finite
source size and to a lesser extent by the atom type [53]. Hereby,
it has been assumed that the shift of the ABF peaks from the
ADF peak locations cannot exceed 50 pm, which is already a
high value for typical shifts due to specimen tilt [35, 37]. This
condition has been implemented by the prior density p(θ|N),
defined by Eq. (14), where the amplitudes of the shift αn of
Eq. (6) range from -50 up to +50 pm. The parameters ζABF ,
ηABF

n , ζADF , and ηADF
n range from 0 up to the maximum pixel
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intensity of the ABF and ADF images, respectively, whereas
the parameters ρABF , ρADF , βxn , and βyn range according to the
field of view of the images. Lastly, the parameter φ in Eq. (6)
ranges from 0 up to 2π. Figs. 3(e) and (f) show the most proba-
ble parametric models indicated by the MAP probability rule by
simultaneously analyzing the ADF and ABF STEM image data
of Figs. 3(c) and (d), respectively, consisting of N̂ = 35 atomic
columns corresponding to the expected number of columns of
SrTiO3 in [100] direction. It is noted that in this analysis no
prior knowledge about the expected locations of the atomic
columns in SrTiO3 has been taken into account and that im-
precisions of the estimated atomic column positions may arise
due to the limited dose conditions. The reason why the MAP
probability rule is able to retrieve the atomic columns present
in the image data is related to the ICNR values of the columns.
The average ICNR values of each column type have been cal-
culated, using Eq. (21), to be around 8.7, 6.0, and 7.4 for the
Sr, Ti-O, and O columns, respectively. Considering the thresh-
old value of ICNR = 5.0 for reliable detection mentioned in
section 3, it follows that for these ICNR values, the MAP prob-
ability rule can reliably detect atomic columns from the ABF
and ADF STEM data. In Figs. 3(e) and (f), the red dots cor-
respond to the fitted ADF peak positions. Measured atomic
column locations in ADF STEM are considered to be reliable
indicators of the true column positions thanks to the insensi-
tivity to specimen tilt [19, 38, 39]. It is noted that because of
the elevated frame time, the unit cells may be distorted due to
specimen drift [52] and that due to the limited electron dose
conditions, imprecisions of the estimated atomic column posi-
tions may arise. In Figs. 3(g) and (h), the most probable refined
models of the image data in Figs. 3(c) and (d), respectively,
are shown, obtained by the MAP probability rule by analyzing
the ADF and ABF image data independently of each other. For
this, a parametric model such as given by Eq. (1) has been used,
where widths ρABF and ρADF of the estimated Gaussian peaks
in the ABF image and ADF image, respectively, have been as-
sumed. From Fig. 3(g), it can be seen that only from analyzing
the ADF STEM image only some of the Sr columns can be de-
tected. This is due to the fact that the average ICNR value of
all the Sr columns in the ADF image, calculated from Eq. (17),
is around 4.0, which typically restricts a 100 % detection rate
[14]. The average ICNR values in the ADF image of the other
types of columns in SrTiO3 are even lower, around 1.9 for the
Ti-O and 0.6 for the O columns, restricting detection of these
columns even further. The average ICNR values of the atomic
columns in the ABF image, though, calculated from Eq. (18),
are higher, around 7.7, 5.7, and 7.4 for the Sr, Ti-O, and O
columns, respectively, improving their detectability. It can be
seen from Fig. 3(h) that the expected atomic columns in SrTiO3
are found. In this process, though, one atomic column, which
has been indicated by the red arrow in Fig. 3(h), has been de-
tected at a position where no column is expected. It is noted that
this column is not detected when also the ADF STEM image
data is taken into account in a simultaneous analysis, as shown
in Fig. 3(f). In addition, although from analyzing the ABF im-
age data in Fig. 3(d) independently of the ADF image data in
Fig. 3(c) the atomic columns can be detected quite reliably, the

estimated atomic column positions are prone to specimen tilt,
since the ABF peak locations are sensitive to this effect. This
may lead to biased structure information because the ABF peak
locations are shifted from the true column positions. As shown
in subsection 2.1 from the data in Fig. 1, more reliable atomic
column position estimates can be obtained by combining the
ABF and ADF STEM image information.

4.2. LiMn2O4

As another example, simultaneous ADF and ABF STEM
images of LiMn2O4 have been acquired which are shown in
Figs. 4(a) and (b), respectively, together with the spinel struc-
ture of LiMn2O4. Here, two annular detectors are used. One
collects the electrons scattered toward high scattering angles,
whereas the other is placed within the illumination cone of the
electron probe. The images have been obtained by a probe-
corrected FEI Titan operated at 300 kV with a semiconvergence
angle of 19.8 mrad. The detector collection ranges for the ABF
and ADF images are 8-17 mrad and 44-190 mrad, respectively.
The average ICNR values of the Li, Mn, and O columns have
been estimated by Eq. (21) to be around 7.7, 15.0, and 7.8,
respectively, which is above the estimated threshold value of
5.0 for reliable detection. Analyzing Li-containing materials
is of relevance since they have great technological interest be-
cause of their importance in battery devices [54, 55]. There-
fore, the direct visualization of the Li atoms has been an impor-
tant research topic in STEM and has been achieved by imag-
ing in the ABF mode [56–60]. Nevertheless, materials con-
taining light elements, such as Li, are sensitive to the electron
beam. For such materials, beam damage is limited by imag-
ing the specimen with a low incoming electron dose leading to
images exhibiting low CNR. This is also the case for the im-
ages shown in Figs. 4(a) and (b) where the determination of the
number of atomic columns and their positions is not straight-
forward by merely visually interpreting the image data. In or-
der to overcome this problem, the MAP probability rule for
simultaneously acquired ABF and ADF STEM images is ap-
plied to Figs. 4(a) and (b) by using the parametric model given
by Eq. (5) including the effect of specimen tilt, since some tilt
might have been present during the acquisition of the images.
Similarly as for the example of SrTiO3 in Fig. 3, the analy-
sis was started from an initial configuration containing N0 = 0
peaks and widths ρABF and ρADF of the Gaussian peaks in the
ABF and ADF image, respectively, have been used. The shift
of the ABF peaks from the ADF peak locations has been cho-
sen not to be larger than 50 pm. Also for the other parameters
the same ranges as in section 4.1 have been defined. Figs. 4(c)
and (d) show the most probable parametric models indicated by
the MAP probability rule for the ADF and ABF STEM image
data of Figs. 4(a) and (b), respectively, consisting of 46 atomic
columns. As already mentioned in the analysis of Fig. 3, also
in this analysis imprecisions in the estimated atom positions
may arise due to the finite dose conditions of Figs. 4(a) and
(b). When one aims to determine the composition of the ma-
terial, a subsequent analysis is needed. For this, the volumes
under each estimated Gaussian peak describing an atomic col-
umn can be used to calculate the scattering cross section, which
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Figure 4: (a) Experimental ADF and (b) ABF STEM image of LiMn2O4 overlain with the spinel atomic arrangement. (c) Most probable refined model of the
experimental ADF data in (a) and (d) most probable model of the ABF data in (b) obtained from the MAP probability rule by analyzing the data in (a) and (b)
simultaneously taking into account specimen tilt. The red dots indicate the estimated column locations corresponding to the fitted ADF peak positions, whereas the
green crosses correspond to the fitted ABF peak positions. The arrows in (c) and (d) indicate the expected locations of two columns that were not detected and the
detection of an extra column at a position where no column is expected.

is defined as the total intensity of electrons scattered by a sin-
gle atomic column [12, 23, 27, 61]. The detected number of
N̂ = 46 atomic columns from Figs. 4(a) and (b) is slightly less
than the expected 47 columns considering the spinel structure
of LiMn2O4 since two columns were not detected and one ex-
tra column position was found in the experimental data. These
columns have been indicated in Figs. 4(c) and (d) by red arrows.
The reason why two atomic columns were not detected by the
MAP probability rule, although expected by the spinel structure
of LiMn2O4, is related to their ICNR values. It has been esti-
mated by Eq. (21) that these columns exhibit ICNR values of
around 5.4. From the analysis performed in section 3, shown
in Fig. 2(a), it followed that for such ICNR values typically a
detection rate of approximately 100 % cannot be attained. The
observed reduced ICNR values at these sites may be caused by a
reduced Li occupancy. The probability for over- or underfitting
is an inherent limitation of model-order selection methods, like
the MAP probability rule, and will generally increase with de-
creasing CNR. Despite this, the MAP probability rule has been
able to retrieve a reliable representation of the atomic column
locations in LiMn2O4 without including any prior information
about the expected spinel atomic arrangement.

5. Conclusions

In the present paper, a new method for simultaneously ana-
lyzing ABF and ADF STEM images using statistical parame-
ter estimation has been introduced. For this, the existing para-
metric models in STEM have been extended enabling the pos-
sibility to simultaneously analyze ABF and ADF image data.
Hereby, the effect of specimen tilt, which shifts the ABF peak
locations from the true atomic column locations, has been taken
into account since small tilts of the electron beam with respect
to the crystal zone axis can easily be present in STEM exper-
iments. Furthermore, the recently proposed concept of atom
detectability in ADF STEM and its relation with the image-
quality measure ICNR [14] have been extended to the case of
simultaneously analyzing both ABF and ADF STEM signals.
In addition, it has been shown that the MAP probability rule
[13, 14], which aims to determine the most probable atomic
structure from images of beam-sensitive materials, can also be
applied to the proposed framework of simultaneously fitting the
ABF and ADF image data. This has been illustrated by us-
ing the MAP probability rule to investigate experimental STEM
data, allowing to obtain a reliable estimation of atomic column
locations. In this work, ABF and ADF STEM data has been
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analyzed simultaneously, but, in principle, one is not limited to
these angular detector ranges only. The proposed methodology
can serve as a basis for extending model-based analysis to the
entire STEM angular range and for applications in 4D STEM.
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