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Abstract

This study addresses the comparison of scanning transmission electron microscopy (STEM) measurements of momentum
transfers using the first moment approach and the established method that uses segmented annular detectors. Using
an ultrafast pixelated detector to acquire four-dimensional, momentum-resolved STEM signals, both the first moment
calculation and the calculation of the differential phase contrast (DPC) signals is done for the same experimental data.
In particular, we investigate the ability to correct the segment-based signal to yield a suitable approximation of the
first moment for cases beyond the weak phase object approximation. It is found that the measurement of momentum
transfers using segmented detectors can approach the first moment measurement as close as 0.13 h/nm in terms of a
root mean square (rms) difference in 10 nm thick SrTiO3 for a detector with 16 segments. This amounts to 35% of the
rms of the momentum transfers.
In addition, we present a statistical analysis of the precision of first moment STEM as a function of dose. For typical
experimental settings with recent hardware such as a Medipix3 Merlin camera attached to a probe-corrected STEM, we
find that the precision of the measurement of momentum transfers stagnates above certain doses. This means that other
instabilities such as specimen drift or scan noise have to be taken into account seriously for measurements that target,
e.g., the detection of bonding effects in the charge density.

Keywords: Scanning Transmission Electron Microscopy, Differential Phase Contrast, Momentum-resolved STEM,
Pixelated STEM.

1. Introduction

Since the time when differential phase contrast (DPC)
imaging [1–3] was introduced in the field of scanning trans-
mission electron microscopy, it has found a wide range
of applications. These include the high-contrast imaging
of magnetic domains [4–6] as well as the investigation of
electric fields [7], even down to the atomic scale [8, 9].
In recent years, methodological research on DPC strongly
focused on conditions that allow for the quantitative in-
terpretability of the signal, targeting the measurement of
the angular deflection of the STEM probe caused by the
specimen. Subsequently, the measurement of electric or
magnetic fields at the absolute scale [10–12] became fea-
sible. This recently lead to DPC measurements based on
first moment detection in diffraction space as had been
proposed earlier [3], but rendered impracticable even af-
ter the introduction of digital image registration due to
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the very low frame rates of, e.g., charge-coupled devices
(CCDs) [13].

With the introduction of ultrafast cameras to STEM [14–
19], a drastic development took place. The wealth of de-
tails recorded in the diffraction patterns can now be eval-
uated so as to obtain information about the phase of the
specimen exit wave using various techniques, namely DPC
based on (virtual) segmented rings, first-moment STEM,
or ptychography [20, 21]. In total, these techniques add to
established ones such as off-axis electron holography [22–
24] or focal series reconstruction [25] which are based on
plane-wave illumination. It is obvious that, from the scien-
tific point of view, the measurement of a certain specimen
parameter must be independent of the method used, while
applicability, data treatment, accuracy, precision and dose
characteristics can still vary significantly for the different
approaches. This suggests a comprehensive comparison of
these aspects among the techniques mentioned above.

In this work, we first focus on the comparison of first-
moment STEM with DPC based on virtual segmented de-
tectors, referred to as FM-STEM and sDPC in the fol-
lowing. After a brief methodological summary, we use
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experimental momentum-resolved STEM data of SrTiO3

acquired with a Medipix3 [15] detector to investigate the
quantitative agreement between the momentum transfers
measured by both techniques. This comparison has the ad-
vantage that the identical experimental data can be used,
so that any difference in the results can be attributed di-
rectly to the method.

In the second part, we address the dose dependence of
precisions for signals evaluated from momentum-resolved
STEM data, such as the momentum transfer, its diver-
gence, as well as conventional signals, e.g., (annular) bright
and annular dark field images. To this end, we recorded
series of momentum-resolved STEM data using different
doses and analyse the result using statistical methods.

The study takes place on the level of momentum trans-
fer measurement and does not intend to provide details
about, e.g., electric fields, potentials or charge densities.
This strategy was chosen because the momentum transfer
or, equivalently, the angular deflection, or phase, is the
physical observable whereas derived quantities require ap-
proximate assumptions as to the interaction with the spec-
imen. In other words, if the momentum transfer is already
measured inaccurately or imprecisely, the same applies to
the electric field measurement which, additionally, is con-
strained to very thin specimens.

2. Experiment

Aberration-corrected STEM measurements have been
performed at the FEI Titan X-Ant-EM microscope at the
EMAT institute in Antwerp, Belgium. The microscope
was operated at 300 kV with a STEM semi-convergence
angle of 22.9 mrad. Momentum-resolved STEM data of
SrTiO3 was recorded by scanning the beam over the spec-
imen and acquiring diffraction patterns for each scan posi-
tion on a Medipix3 Merlin camera with a single 256× 256
Si chip. The reciprocal space sampling was approximately
0.58 mrad per Medipix pixel. The dose was varied by us-
ing different camera frame times between 10µs and 6 ms
on top of a gap time of 412µs imposed by the Medipix3
chip for 6 bit acquisition in single pixel mode. For dwell
times of 6 ms, a depth of 12 bit was used, resulting in twice
the gap time. For the Medipix detector operated in single
pixel mode, only one of the two counting electronics per
pixel is used, for which this so-called gap time puts a mini-
mum to the duration of one Medipix recording in which no
signal is acquired. Therefore, we refer to the actual dura-
tion of data collection as the frame time, keeping in mind
that the total duration is always the sum of frame and
gap time, which we synchronised with the dwell time of
the STEM probe at each scan pixel. The detected dose is
plotted in Fig. 1 (a). For each time setting, a momentum-
resolved 128 × 128 STEM scan has been recorded with a
STEM pixel size of 17.8 pm.

The specimen thickness shown in Fig. 1 (b) has been
measured by recording both an overview STEM image
and a detector scan of the Fischone 3000 detector which

Figure 1: (a) Average number of electrons detected with the Medipix
detector in each of the series for the full 128 × 128 scan versus the
frame time. Note that the dwell time of the STEM probe was longer
due to a gap time of the detector as mentioned in the text. (b) Thick-
ness map in the vicinity of the region where the dose series was ac-
quired (black rectangle), determined by calibrated STEM imaging
compared with simulations. The inset shows a conventional STEM
image taken afterwards showing the multiply exposed region next to
a native area. The thickness in the investigated area is approximately
10 nm.
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was operated in its linear range. As detailed in Ref. 26,
the scattered intensity in the range 46 − 215mrad was
normalised to that of the incoming beam, and compared
with its thickness-dependent simulated counterpart. Be-
cause only very low thicknesses are relevant here, we used
the multislice algorithm employing the absorptive poten-
tial approximation as implemented in the STEMsim soft-
ware [27, 28].

3. Methodological summary

3.1. First moment STEM

Four-dimensional STEM, pixelated STEM, scanning
diffraction and momentum-resolved STEM are terminolo-
gies that are currently used synonomously to describe the
acquisition of diffraction patterns at each position of a
scanning electron probe. Here, we refer to this technique as
momentum-resolved STEM, being a distinct expression of
the physical spaces explored. Among the vast amount of
possibilites to evaluate momentum-resolved STEM data,
first moment imaging is one approach to measure the an-
gular deflection of the STEM probe.

By definition the first moment, also referred to as cen-
ter of gravity or mass (COG or COM) of a recorded diffrac-
tion pattern, is identical to the average momentum of the
electrons perpendicular to the optical axis[11]. It is defined
as

〈~p⊥〉 =

∞
∫∫

−∞

~p⊥ · I(px, py) dpxdpy , (1)

where I(px, py) represents the measured (normalised) in-
tensity in momentum space and ~p⊥ = (px, py) the compo-
nent of the momentum perpendicular to the optical axis.
By defining 〈~p⊥〉 = 0 for the incident probe, 〈~p⊥〉 is equal
to the average momentum transfer. If I(px, py) is re-
placed by the wave function times its complex conjugate,
Ψ(px, py)Ψ

∗(px, py), the identity of Eq. (1) with the defi-
nition of the quantum mechanical expectation value for the
momentum transfer in momentum space becomes obvious[11].
Recording the two-dimensional distribution of the inten-
sity in diffraction space on a pixelated detector and calcu-
lating the first moment of I(px, py) hence provides direct
access to 〈~p⊥〉. Of course, pixelation is a discretisation of
Eq. (1), and the integration limits are finite due to the
field of view of the camera. However, it has been shown
earlier that the first moment converges rather quickly as
a function of reciprocal space cutoffs beyond the Ronchi-
gram diameter, and when using samplings better than a
few mrad per camera pixel[11].

It is noteworthy that the identification of the first mo-
ment with the average momentum transferred to the STEM
probe by interaction with the specimen holds in general,
also in the presence of multiple scattering in thick speci-
mens. However, great care must be taken when interpret-
ing the momentum transfer directly in terms of projection-
averaged electric fields. This has only been successful for

extremely thin specimens based on the phase approxima-
tion so far. In fact, the momentum transfer is proportional
to 〈Ψ| ~E⊥|Ψ〉 integrated over the specimen thickness as a
result of Ehrenfest’s theorem[10]. This essentially involves
the integration over the electric field distribution in three
dimensions, weighted by the local intensity of the electron
wave inside the specimen which is subject to multiple scat-
tering and propagation and is usually not known.

A related quantity is the divergence div〈~p⊥〉 of the vec-
tor field in Eq. (1). It reflects the sources and sinks of
momentum transfer, and it has been identified to be very
sensitive to light atoms, such as oxygen. For thin speci-
mens where the phase approximation is valid, div〈~p⊥〉 is
proportional to the charge density.

3.2. Segmented DPC detector approximation

Obviously, FM-STEM as described above imposes high
challenges on aquisition hardware, data handling and data
processing which became available for (S)TEM applica-
tions in this decade only. Therefore, the established DPC
setup consists of segmented detectors which are usually
circular and divided into segments in both radial and az-
imuthal direction. In this way, dwell times of the STEM
probe in the microsecond range can be achieved in stan-
dard manner. This is still three orders of magnitude faster
than FM-STEM based on contemporary pixelated detec-
tors. An example with 16 segments is shown in Fig. 2(b).
The detectors are positioned symmetrically around the op-
tical axis, and the intensity on each of the segments is
recorded individually. Afterwards, the intensity is multi-
plied with the geometrical center of the segment, all seg-
ments are summed up and the result is divided by the
total intensity. In comparison with FM-STEM, this would
be a formally equal implementation of Eq. (1) in polar
coordinates for an infinite number of segments. How-
ever, established setups for DPC measurements with seg-
mented detectors use a rather coarse discretisation of 4 to
16 segments[2, 29] for practical reasons. A more detailed
description of the sDPC approach is given in Refs. [30–32].

It is worth mentioning that sDPC has found versa-
tile applications, such as the imaging of magnetic domain
walls[4, 5], the mapping of electric polarisation fields[7, 33],
the high-contrast imaging of soft matter[34, 35], or the de-
tection of electric fields at atomic resolution[8]. For the
majority of these cases, the question to which extent the
direct interpretation of sDPC signals approximates FM-
STEM in terms of the accurate measurement of the mo-
mentum transfer might be of secondary importance for
several reasons. First, sDPC is often used to provide high
contrast in arbitrary units, e.g., in soft or magnetic mat-
ter, to investigate the structure and shape of, e.g., domain
walls. Second, sDPC can be shown to be accurate for weak
phase objects. Third, the quantitative interpretation of
sDPC data obtained from strong phase objects and thick
specimens is usually compared with accompanying simu-
lations in cases where the specimen details are sufficiently
well known.
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However, at least two major applications exist that mo-
tivate the quantitative comparison of the sDPC and the
FM-STEM technique provided in the following. First, the
direct and quantitative interpretability between 〈~p⊥〉 in
Eq. (1) and the projection average of the local atomic-
scale electric field is justified within the phase approxi-
mation, while the direct quantification of sDPC signals is
usually based on weak phase objects. Second, the quan-
titative measurement of 〈~p⊥〉 can have a justification on
its own, even when the immediate conversion to, e.g., the
electric field at a certain STEM scan pixel is not possible.
For example, averaging 〈~p⊥〉 over a unit cell can provide
a quantitative measure of the beam deflection owing to
meso-scale electric fields under certain conditions[11]. For
many other cases, both sDPC and FM-STEM require ac-
companying simulations.

3.3. Correction of sDPC measurements

In the context of the quantification of the measure-
ment of mmomentum transfers by sDPC, several correc-
tion schemes exist to extend the range of validity of this ap-
proach by taking the known detector geometry into account[36].
By construction, sDPC bins the electrons in each segment
regardless of their exact impact position or it does not
detect them at all due to the limited detector solid an-
gle, which covers the diffraction pattern only partly. This
suggests to check to which extent the following correction
schemes can improve the accuracy of sDPC.

In phase object approximation (POA), the specimen is
represented by a pure phase object O(r) = exp [iφ(r)] in
real space with φ(r) the object phase. If the POA holds,
the intensity distribution in the diffraction pattern will not
be totally arbitrary. This can be exploited for correction
schemes based on a transfer function Tα(k) that describes
the transfer of the object function to the average momen-
tum transfer,

F {〈~p⊥〉(R)}α (k) =
h

2π
Tα(k)F {∇φ(r)}α (k) . (2)

Here, 〈~p⊥〉(R) is the average momentum transfer measured
at probe position R and α denotes the lateral direction
(e.g. x or y). The vectors r and k represent direct and
reciprocal specimen coordinates and h is the Planck con-
stant.

For FM-STEM, the transfer function within the POA
is isotropic and therefore independent of α. It is given by
the Fourier transform of the intensity I0(r) of the STEM
probe,

TFM

α (k) = F {I0(r)} (k) , (3)

as has been demonstrated in Ref. [11].
For sDPC, the Tα(k) is not isotropic, as the orienta-

tion of the segments determines preferred directions. For
the present work, we use the transfer function that has
been derived from the weak phase object approximation
(WPOA) originally in detail in Refs. [31, 32]. In addi-
tion, approaches have been reported that go beyond the

Figure 2: Comparison of the differential phase contrast transfer func-
tions Tα(k) for FM-STEM (a) and sDPC in x (c) and y (d) direction
for the detector geometry shown in (b): While Tα(k) is isotropic for
FM-STEM, the contrast transfer in sDPC is anisotropic. The dis-
played scalebar and colorbar apply to all graphs. The orange area in
(b) indicates the probe aperture of 22.9mrad radius, i.e. the bright
field disc, while the dashed circles in (a), (c) and (d) have twice this
radius.

WPOA[30, 37], however, this is at the cost of the linear-
ity of Eq. (2), which makes correction or deconvolution
schemes more difficult. Tα(k) for sDPC then reads

T sDPC

α (k) =
1

kα

∫

dk′A(k′)Dα(k
′)

· ( A(k′ − k) exp [−iχ(k′ − k) + iχ(k′)]

−A(k′ + k) exp [−iχ(k′ + k)− iχ(k′)] ) .

(4)

A(k) represents the probe aperture function, χ(k) denotes
the probe aberration function. The function D(k) de-
scribes the sensitivity of the sDPC detector such that each
impact position k is assigned the detector output, which is
usually the geometrical center of the respective segment.
Figure 2 shows a comparison of the transfer functions for
both methods. For the limit of an infinite number of radial
and azimuthal segments Eq. (4) turns into Eq. (3).

Having calculated the transfer functions for both meth-
ods, different strategies for the correction are possible.
Ref. [32] proposes a deconvolution by inverting Eq. (2) to
calculate the gradient of the object phase, which is the
electric field in POA. However, the electric field is a-priori
unknown and the conversion is dependent on how well the
POA holds. Two correction schemes for sDPC measure-
ments of the momentum transfer will be used in the fol-
lowing. As proposed in Ref. [31], the function D(k) is
varied so as to make T sDPC(k) as similar to TFM(k) as
possible. In this way, the transfer function for sDPC is
»a-priori adapted« to come as close to the ideal detector
as possible.

4



Primarily, we used the following approach, which we
refer to as »corrected« sDPC. In this case, the Fourier
transform of the uncorrected sDPC signal is multiplied
with the quotient of the transfer functions of FM-STEM
and sDPC,

F
{

〈~p⊥〉
sDPC

corr. (R)
}

α
(k) =

TFM
α (k)

T sDPC
α (k)

F
{

〈~p⊥〉
sDPC

uncorr.(R)
}

α
(k) .

(5)

Because both transfer functions show a similar decay to-
wards high frequencies and are bandwidth limited at twice
the probe aperture radius, the quotient in Eq. (5) ap-
proaches 1 for large k and, at least for small aberrations,
does neither diverge nor vanish. This makes the calcu-
lation in Eq. (5) relatively straight forward compared to
other deconvolution schemes. In contrast to the a-priori
adaption of the sensitivity this a-posteriori correction has
the advantage that it can correct for the anisotropy of
sDPC, which is not possible a-priori for a given detec-
tor geometry. On the other hand, the necessary Fourier
transform can be problematic if the data shows significant
amounts of scan noise.

4. Quantitative comparison of FM-STEM and sDPC

results

To explore the accuracy of momentum transfer mea-
surement of sDPC beyond the weak phase object approxi-
mation, the momentum-resolved dataset described in Sec. 2
(10 nm thick SrTiO3) for the dwell time of 2000 µs was
evaluated with both FM-STEM and sDPC. For FM-STEM
this was done by a first moment calculation according to
Eq. (1), for sDPC a virtual segmented detector sensitiv-
ity was generated and applied to the diffraction patterns.
To ensure the best comparability, the diffraction patterns
were cropped at the outer radius of the sDPC detector.
Both values are hence based on exactly the same data.

Furthermore, the correction described in Section 3.3
was applied to the sDPC results. The calculations were
done for three different detector geometries: First, a 4-
segment detector with twice the radius of the probe aper-
ture was used. Second, a 16-segment detector with 4 rings,
each divided into 4 segments, with an outer radius of twice
the aperture, was employed. Third, a slightly smaller 16-
segment detector, where the probe radius was two thirds
of the detector radius, was investigated.

A magnified cutout of the resulting momentum transfer
vector fields is shown in Fig. 3, in which the used detec-
tor geometries are also displayed. For the FM-STEM data
shown in black, a slight deviation from the expected ra-
dially symmetric fields at atomic sites is observed due to
scan noise and specimen drift. However, as all displayed
data has been derived from exactly the same diffraction
patterns, this does not influence the comparison of the
different approaches. The precision of measured parame-
ters as a function of acquisition times is studied in detail
in Sec. 5.

In qualitative respect, the sDPC results can approach
the FM-STEM data partly for the 16-segment detectors in
Fig. 3 (b,c), whereas the 4-segment data in Fig. 3 (a) show
significant deviations from the first moment result. Con-
trasting the differences between sDPC and FM-STEM in
Fig. 3 (b,c) with the different complexities of the experi-
mental setups, i.e. the recording of 16 channels versus the
recording of 256× 256 = 65536 camera pixels at each scan
position, the qualitative similarity of the vector fields is in-
teresting. In that respect, one must also keep in mind that
the data set corresponds to a specimen thickness of approx-
imately 10 nm in SrTiO3, which is far beyond the ranges
of validity of the WPOA and the POA. However, typical
STEM measurements are performed at much thicker spec-
imens. Fig. 3 also shows the limitation of the correction
schemes applied here, as they do not significantly improve
the agreement with the FM-STEM result visually, or even
decrease accuracy for some scan pixels. This also holds
for the a priori adaption method applied in Fig. 3 (d). At
least concerning the correction schemes of Section 3.3, we
can conclude here that enhanced accuracy is rather achiev-
able by a more dense sampling of the diffraction pattern
than by correcting low-sampled experimental data. This
can be attributed to the fact that the WPOA and in part
even the POA are not justified at the present specimen
thickness.

Focusing on the main goal of this section, the quantita-
tive comparison of FM-STEM and sDPC, the directions of
the momentum transfers measured by sDPC in Fig. 3 can
still deviate from the first moments by 20−30◦ locally, es-
pecially in the vicinity of the Sr atom. In terms of the root
mean square (rms) difference of the magnitudes of the mo-
mentum transfers measured by sDPC and FM-STEM, we
find values of 0.347 hnm−1 and 0.31 hnm−1 for the uncor-
rected and the corrected sDPC data in Fig. 3 (a), respec-
tively. Normalised to the rms of the momentum transfers
themselves (0.380 hnm−1), this means relative errors of 91
and 83%, respectively. The highest accuracy is found for
the a-posteriori corrected large 16-segment detector, for
which an rms deviation of 0.131 hnm−1 was calculated,
corresponding to a relative deviation of 35%. The sDPC
data for the other 16-segment detectors exhibit rms dif-
ferences of less than 0.144 hnm−1 with respect to the first
moments, corresponding to relative differences between 35
and 38%.

Other calculations with slightly changed detector radii
confirmed that the differences to FM-STEM are not due
to an inappropriately chosen detector size. Only for very
large or small detectors the accuracy gets worse, but for
the given specimen thickness the exact size does not have a
large influence. Despite the strength of sDPC to approach
the actual first moment measurement rather quickly with
a very limited number of segments, significant differences
to FM-STEM can be observed in a quantitative assess-
ment, which should be kept in mind when using sDPC
for, e.g., built-in electric fields. This is typically per-
formed at elevated specimen thicknesses of several tens
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of nanometers. For example, polarisation fields in piezo-
or ferroelectrics cause momentum transfers in the order
of 0.1 hnm−1. They are thus rather small and compara-
ble to the deviations of sDPC found in Fig. 3, assuming a
specimen thickness of a few tens of nanometers.

To shed light on the range of validity of the WPOA
as a function of specimen thickness, a simulation study
was conducted for SrTiO3 in [001] orientation using the
experimental conditions mentioned in Sec. 2. The same
evaluation as described before was performed, and the rel-
ative rms deviation to the first moment result is displayed
in Fig. 4 for the detector geometry in Fig. 2. Obviously,
both the a-priori adaption and the a-posteriori correction
do bring the sDPC close to the FM-STEM result at small
thicknesses < 1 nm. For increasing thickness, the bene-
fits of both correction schemes methods relativise rather
quickly. Above 2 nm, the raw sDPC signal is actually
preferable. The small improvements observed in the ex-
perimental data are hence most likely not significant.

5. Dose dependent measurements

5.1. General considerations

Designing experiments so as to optimise accuracy and
precision for the measurement of a parameter of interest,
such as 〈~p⊥〉 or div 〈~p⊥〉, is a major challenge in quantita-
tive electron microscopy. For example, the above studies
addressed the difference in accuracy for fully momentum-
resolved STEM and segmented detector-based DPC with
respect to the measurement of the angular deflection of
the electron probe. However, even for accurate measure-
ments, precision is limited due to the unavoidable pres-
ence of noise[38]. Ideally, this limit should be imposed by
Poisson counting statistics, i.e. the dose one uses in ex-
periment. At first sight, this implies that a measurement
becomes more precise the more dose is used. For exam-
ple, doses between 5 · 103− 5 · 106 electrons per diffraction
pattern have been simulated previously [11] to find that
already 1.8 · 104 electrons would be sufficent to assure a
root mean square error in the range of 0.05 h/nm. At
least in principle this would be sufficient to detect, e.g.,
bonding effects which alter momentum transfers by up to
0.2 h/nm in GaN, if counting statistics was the only limit
to precision.

In this section, we address the basic dependence of pre-
cision on dose in practice for the measurement of 〈~p⊥〉,
div 〈~p⊥〉 as well as bright field (BF), annular bright field
(ABF) and annular dark field (ADF) STEM calculated
from momentum-resolved STEM experiments. To this
end, we scanned over the same region of approximately
5×5 SrTiO3 unit cells with different frame times as shown
in Fig. 1 (a). By acquiring a conventional high-resolution
STEM image after this experiment, we assured that the
investigated area did not degrade structurally in compar-
ison to a native region, as depicted by the inset images in
Fig. 1 (b).

Figure 5 shows a compilation of the different virtual im-
ages versus the frame times. Because the absolute values
of the BF, ADF and ABF images scale with the number
of electrons, the contrast has been adjusted to the range
0 . . . 1 for visual clarity. Note that the first moment and
its divergence in the three columns on the right are shown
at absolute contrast scale with limits indicated at the bot-
tom. As a global trend for all six signals, a decrease of
Poisson noise with increasing dwell time is observed as ex-
pected. However, for frame times above 300µs, significant
structural distortions start to occur which is seen most ob-
viously from the shear of the cubic unit cells. On a qualita-
tive basis, this demonstrates that precision is furthermore
governed by additional parameters such as specimen drift,
scan noise, or more general, stability of the experimental
setup. Although the frame time is increased by a factor
of 20, the interpretability of the data acquired longer than
300µs either stagnates or even decreases.

On a more quantitative concern, Fig. 6 shows the Fourier
transform of div 〈~p⊥〉 (left, modulus) and the azimuthal av-
erages (right). Interestingly, no improvement is noticed af-
ter the lowest three frame times 10, 20 and 40µs, while the
drastic attenuation of contrast for all spatial frequencies
is becoming obvious above 800µs exposure. The obvious
conclusion is that better counting statistics should rather
be provided by increasing the probe current, and keeping
the frame time at a minimum. On the other hand, exist-
ing ultrafast STEM cameras impose maximum frame rates
in the kHz range which is still low compared to conven-
tional STEM speeds. Moreover, the dynamic range of the
STEM camera might be limited, and one also has to keep
in mind that increasing the dose rate can lead to enhanced
specimen damage.

In the following, we thus assume that, due to hardware
constraints or the risk of specimen damage, the acquisition
time is increased in order to enhance the precision. We
use the data of Fig. 5 to investigate to which extent this
strategy is reasonable.

5.2. Statistical analysis

Checking the precision of the measurement of a cer-
tain parameter such as the spatial distribution of 〈~p⊥〉 or
div〈~p⊥〉 in one unit cell of a crystal essentially requires the
repetition of the experiment, i.e., the momentum-resolved
STEM scan over the same unit cell, and the subsequent
statistical analysis. In this study, this is approximated by
analysing a set of 20 adjacent unit cells from one acqui-
sition. It is hence assumed that each of these unit cells
exhibits the same spatial distribution of, e.g., 〈~p⊥〉. Due
to the small size of 2×2 nm this assumption should be suf-
ficiently justified. Let Qτ

i (u, v)i be the spatial distribution
of a measured parameter Q within one unit cell described
by index i with internal coordinates u, v ∈ [0 . . . 1] and
acquired with frame time τ , then

Q̄τ (u, v) =
1

N

N
∑

i

Qτ
i (u, v)
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Figure 3: Average momentum transfer results for the measurement with 2000 µs dwell time from the area marked in in the lower left inset
of (d) for different sDPC detectors: The black arrows represent the FM-STEM result, while red and green respectively show the uncorrected
and corrected sDPC result. The detector geometries and sizes in relation to the probe aperture (orange circle) of 22.9mrad are shown as
insets. For (a) and (b) the outermost radius was twice this radius, for (c) it was 1.5 times as large. (d) is for the same detector as (b), but
the green arrows represent the result of an a-priori adapted detector as described in the text.
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Figure 4: Results from a simulation study of [001]-SrTiO3 for various
thicknesses: The graph shows the relative rms deviation of sDPC
from FM-STEM. Benefits of the correction schemes are only observed
below 4 nm specimen thickness.

Figure 5: Signals generated from the momentum-resolved STEM
data recorded with the Medipix camera using different frame times
and corresponding STEM scan speeds, respectively. The bright field
(BF) signal is the intensity sum over the Ronchigram, the annular
dark field (ADF) image was calculated for an angular range of 31−
54mrad, and the annular bright field (ABF) for 11.5 − 22.9mrad.
〈px,y〉 are the components of the momentum transfer perpendicular
to the optical axis in units of Planck’s constant h = 6.62607 Js as
calculated from the first moment of the diffraction patterns.

Figure 6: Fourier transforms of div 〈~p⊥〉 in dependence of the frame
time. On the right, the azimuthal averages are shown. The y-axis
has arbitrary units, but exhibits the same scaling for all frame times.

8



Figure 7: Detection of the atomic grid in an ADF image generated
from the momentum-resolved STEM data set. Due to specimen drift
primarily, the unit cells are distorted which is numerically corrected
for by calculating affine or polynomial transforms using the ImageE-
val software [39].

is the mean spatial distribution of parameter Q within a
unit cell determined from N independent measurements.
By definition,

στ (u, v) =

√

√

√

√

√

N
∑

i

(

Qτ
i (u, v)− Q̄τ (u, v)

)2

N − 1
(6)

is the standard deviation of Q at each scan pixel u, v in
the unit cell. The statistical analysis relies on the compar-
ison of Q at exactly the same internal coordinates (u, v)
which is most dominantly hindered by the specimen drift
at elevated frame times.

To cope with this problem, we implemented a distor-
tion correction for each unit cell in the ImageEval soft-
ware [39], as illustrated exemplarily in Fig. 7. First, we
detect the unit cell vertices of the cubic SrTiO3 lattice
in an ADF image and refine the positions to subpixel ac-
curacy, for which parabolic, Gaussian fitting or centre of
mass approaches are available. Then, these cells can be
mapped onto the known cubic ones either by determining
the corresponding affine or polynomial transforms as im-
plemented in Matlab, or by explicitly expressing all pixel
coordinates with respect to the basis vectors of the unit
cell that contains these pixels, and then interpolating the
signals Qτ

1...N to a common grid of internal coordinates. In
the present case, these three approaches yielded identical
results.

Instead of showing the two-dimensional distribution
στ (u, v) for each frame time, we present this trend in a
more compact manner. To this end, στ (u, v) was averaged

Figure 8: Frame time dependent standard deviations averaged over
one unit cell for the BF, ADF, ABF signals as well as for the mo-
mentum transfer 〈~p⊥〉 and its divergence. Increasing the frame time
over 300−800µs does not improve the precision of measured param-
eters anymore. The unit and the scale of the y-axis are given in teh
legend.

in regions where the signal Q̄τ (u, v) was of comparable
magnitude, for which we selected a patch of 3 × 3 pix-
els on each of the heavy atomic columns. The result, the
mean standard deviation at these postions σ̄(τ), is shown
in Fig. 8. The trend is almost the same for all six sig-
nals. The standard deviation is maximum for the lowest
frame time of 10µs and then decreases up to frame times
of 300− 800µs which would be the expected enhancement
of precision due to improved counting statistics. How-
ever, the curves asymptotically approach a constant value
between 0.2 and 0.5 · σ̄max, with a tendency to form a
minimum such as the blue and red graphs, which, how-
ever, is not very significant in view of the confidence inter-
vals given. Note that for thin specimens, these quantities
would be directly proportional to the precisions for the
measurement of the local electric field or the charge den-
sity whereas the BF, ADF or ABF signals do not directly
represent specimen parameters.

The reasons for the lower limit to the precision in the
present study can be manyfold, e.g., scan noise arising
from inaccurate positioning of the STEM probe, vibra-
tions of the specimen holder and instabilities of any probe-
forming electron-optical element such as the lenses, the
probe corrector, the monochromator, the high tension, the
extraction voltage, the influence of the cooling system etc.
Of course, the procedure to compensate for specimen drift
as mentioned in conjunction with Fig. 7 might also exhibit
a limited precision. Identifying which of those parame-
ters plays the dominant role for the asymptotic behaviour
towards nonzero standard deviation in Fig. 8 would be
the key for improving precision further, of course. Let us
assume that bonding effects in SrTiO3 cause momentum
transfer changes of the order of 0.2 h/nm, then the curves
in Fig. 8 would exhibit practical relevance immediately,
because the best precision for the local measurement of
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〈~p⊥〉 would be approximately 0.16 h/nm which precludes
conclusions on charge density fluctuations of the order of
Bader charges as a measure of ionicity[40, 41].

6. Discussion and summary

The fact that the segments used in sDPC average over
extended parts of the diffraction pattern had been one
of the driving forces for the development of momentum-
resolved STEM, especially FM-STEM as one discipline
therein. In particular, sDPC is not able to capture the
fine details of the intensity distribution in diffraction space.
However, the motivation for the present study was to check
to which extent this is really necessary, especially with the
ability to correct for the detector geometry [31, 32], and
the fact that sDPC measurements approach a first mo-
ment detection rather quickly when increasing the num-
ber of segments. However, our results show that measure-
ments of the momentum transfer with the sDPC technique
employing 4-16 segments should be taken with care when
interpreted quantitatively, at least for the case study con-
sidered here, i.e. SrTiO3 with a thickness of 10 nm. Al-
though this is beyond the thickness range where the weak
phase or even the phase approximations hold and a direct
conversion of the results to electric fields and charge den-
sities would be possible, a different outcome of FM-STEM
and sDPC can be observed.

One can argue that it is anyway necessary to conduct
accompanying simulations in such cases to allow for ac-
curate conclusions as to the atomic structure in both se-
tups. To a certain extent, this is indeed true and support-
ing differential phase contrast measurements with simula-
tions is common practice in literature[8, 10, 11, 42, 43]. In
this context, two aspects should be kept in mind. First,
the ranges of validity for the direct, quantitative inter-
pretability of segment and first moment based differential
phase contrast results are different owing to the implica-
tions of the weak phase approximation and the phase ap-
proximation. For example, single atom thick specimens,
such as 2D materials, are not necessarily weak phase ob-
jects, but can be well described within the phase object
approximation[44]. Second, the direct, quantitative mea-
surement of the momentum transfer in thick specimens
with strong dynamic scattering effects can be attractive
for the mapping of external, mesoscale electric fields. For
example, the momentum transfer averaged over a Bravais
unit cell vanishes in centrosymmetric systems. In these
cases, the residual of a unit cell average can be interpreted
as caused by the external electric field [11], and it can
hence be used to quantify this field at the scale of unit
cells, which we regard as a future task. Moreover, the
quantitative knowledge of the angular beam deflection in
thick specimens might also be valuable to gain topological
information, because inclined surfaces cause a momentum
transfer, too.

In general, sDPC experiences high popularity mainly
due to practical aspects. In particular, the speed of seg-

mented detectors is up to two orders of magnitude higher
than that of available ultrafast cameras, and the FM-
STEM requires partly advanced analyses of large four-
dimensional data sets. However, recent improvements of
the efficiency of data processing, e.g., in the LiberTEM
project[45], or the introduction of ultrafast, non-pixelated,
direct first moment detectors[46] are encouraging develop-
ments that have the potential to enhance the practical
applicability of first moment STEM to that of sDPC and
conventional STEM imaging. Consequently, first moment
STEM currently takes the step to become a valuable tech-
nique for quantitative differential phase contrast imaging
beyond the weak phase approximation and hence comple-
ments the range of applications of DPC STEM.

In an experimental study conducted under typical con-
ditions, we additionally studied to which extent Poisson
counting statistics limits the precision of FM-STEM. In
the present case, we found that we are not Poisson-limited
above frame times of 300− 800µs anymore, where a stag-
nation or even decrease of precisions for BF, ADF, ABF
and momentum transfer measurements are observed. For
the momentum, the best precision was found to be ap-
proximately 0.16 h/nm, which should only be improvable
by increasing the stability of the experimental conditions
during the acquisition time. This could involve reducing
specimen drift or scan noise. However, it can be expected
that the dependence of precision on dose will be similar
in most situations, however, with a different scaling of the
axes.
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