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Locating light and heavy atomic column positions with picometer precision using ISTEM
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Abstract

Recently, imaging scanning transmission electron microscopy (ISTEM) has been proposed as a promising new technique combining
the advantages of conventional TEM (CTEM) and STEM [1]. The ability to visualize light and heavy elements together makes it a
particularly interesting new, spatially incoherent imaging mode. Here, we evaluate this technique in term of precision with which
atomic column locations can be measured. By using statistical parameter estimation theory, we will show that these locations can
be accurately measured with a precision in the picometer range. Furthermore, a quantitative comparison is made with HAADF
STEM imaging to investigate the advantages of ISTEM.

Keywords: High-resolution (scanning) transmission electron microscopy (HR (S)TEM), Imaging STEM (ISTEM), Quantitative
electron microscopy, Statistical parameter estimation theory, Precise determination of atomic column locations

1. Introduction

In the last couple of decades, transmission electron mi-
croscopy (TEM) has evolved from a rather qualitative to a quan-
titative technique. In this process, the introduction of aberra-
tion correction [2, 3] and the development of a monochromated
electron source [4, 5] has played a major role, since the inter-
pretability of the images improved down to sub-Ångström res-
olution [6, 7]. This drastic improvement in resolution enables
one to visually distinguish atomic columns of crystalline ma-
terials when oriented along main zone axis orientations. More-
over, the development of quantitative methods nowadays allows
one to precisely extract structural information [8, 9, 10, 11],
where the precision corresponds with the variance with which
structure parameters can be measured from noisy experimen-
tal images. Transmission electron microscopy offers different
imaging modes, where conventional TEM (CTEM) and scan-
ning TEM (STEM) are the two most common. In CTEM, an
electron plane wave illuminates the specimen followed by an
objective lens that forms the image which is recorded in the im-
age plane. In the STEM mode, scattered electrons formed by a
focused convergent beam which is scanned over the specimen
are collected on an extended disk or annular detector. Recently,
Rosenauer et al. [1] proposed a new technique called imag-
ing STEM (ISTEM), which combines STEM illumination with
CTEM imaging. This new, spatially incoherent imaging mode
is particularly interesting as it provides direct structural images
and visualisation of both light and heavy elements. As pre-
cise structure determination is essential for understanding the
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relation between the properties of a nanomaterial and its struc-
ture, this new imaging mode is quantitatively evaluated by de-
termining the precision with which individual atomic column
positions can be measured. Furthermore, a comparison is made
with high angle annular dark field (HAADF) STEM imaging.

The characterisation of materials requires the extraction of
atomic column positions with picometer precision, since dis-
placements of atom positions in this range can already alter the
material’s properties [12, 13]. Model-based quantification of-
fers an effective method to extract structure parameters with a
precision several times better than the resolution of the micro-
scope [8, 9, 10, 11]. The precision with which structure pa-
rameters can be estimated depends on the signal-to-noise ratio
(SNR), which is mainly determined by the incoming electron
dose [14] and image distortions [15, 16, 17]. Increasing the
incoming electron dose can improve the SNR only to a cer-
tain extent, as beam damage must be avoided. By using ad-
vanced statistical methods, the incoming electron dose can be
tuned to measure structure parameters with a pre-specified pre-
cision [10, 14, 18, 19]. Post-processing techniques are capa-
ble of reducing the influence of scan noise errors and probe
instabilities in STEM imaging [15, 16, 17], while in ISTEM
the spatial resolution is not set by the scanning process but
by the imaging system. Scan noise and source size broaden-
ing hence only influence the electron probe and, as long as
the scan raster is fairly homogeneous have no influence at all.
Therefore, it is expected that without the use of post-processing
techniques, atomic columns can be located more precisely for
ISTEM imaging as compared to STEM imaging.

This paper will be organized as follows. Section 2 introduces
the material under study together with the experimental condi-
tions and the simulation details. In Section 3, the methodology
used for determining the atomic column positions is discussed.
Simulated ISTEM images are used in Section 4 to prove the va-
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lidity of the method. In Section 5, the precision with which
atomic column positions can experimentally be measured in
ISTEM is determined. In addition, a comparison is made with
HAADF STEM imaging. Finally, in Section 6, conclusions are
drawn.

2. Experiment and simulations

A thin film of PbTiO3 aligned in the [100] zone axis was pre-
pared by focused ion beam (FIB) milling. Ferroelectric struc-
tures, like PbTiO3 have been extensively studied because they
form the basis of many electronic devices, such as ferroelectric
RAMs, sensors and actuators [20, 21, 22, 23]. In this work, the
presence of pure oxygen columns along the (100)-planes of this
beam stable sample allows us to examine the ability of ISTEM
to visualise light atomic columns. HAADF STEM and ISTEM
images were simultaneously recorded at the QuAntEm, a dou-
ble Cs corrected FEI Titan3, operated at 300 kV with a probe
semi-convergence angle of 10 mrad. The spherical aberration
of the probe and the image corrector were tuned to 1.2 µm and
1.4 µm, respectively. For HAADF STEM imaging, an ADF
detector ranging from 46 to 215 mrad was used. The incident
electron dose was 2.5 · 105 electrons per Å2.

Image simulations of PbTiO3 were performed by using the
STEMsim software [24] under the multislice approach with ab-
sorptive potentials. This approach has been shown to agree
with frozen lattice calculations up to thicknesses of about 20
nm for STEM imaging [25]. In Table 1 the simulation param-
eters are summarized. The Debye-Waller factors that account
for the thermal diffuse scattering were obtained as described in
Schowalter et al. [26].

Probe part Acceleration voltage 300 kV
Convergence semi-angle 10 mrad
Defocus 0 nm
Spherical aberration 90 µm
Effective source size 0.034 nm

Imaging
part

Defocus −10 nm
Spherical aberration 10 µm
Defocus spread 3 nm

STEM
detector

inner angle 46 mrad
outer angle 215 mrad

Structure Zone axis [100]
Supercell periodicity 4 × 4 unit cells
Supercell size 15.61 × 15.61 Å2

Supercell mesh 2048 × 2048
Specimen thickness 7.8 nm
Pixel size 0.0156 Å

Table 1: Parameters for the multislice simulations of ISTEM and HAADF
STEM images of a PbTiO3 crystal using the STEMsim software.

3. Methodology

In STEM imaging, statistical parameter estimation theory
has proven to be an excellent tool to quantitatively extract struc-
ture parameters [9]. Here, an experimental image is described
by an empirical, parametric model in which the shape of each
atomic column is modelled as a Gaussian peak:

fk,l(θ) = ζ +

I∑
i=1

Mi∑
mi=1

ηmi exp

−
(
xk − βxmi

)2
+

(
yl − βymi

)2

2ρ2
i

 (1)

where ζ is a constant background, ρi the width of a Gaus-
sian peak of a particular column type i, ηmi the height of the
mi

th Gaussian peak, βxmi
and βymi

the x- and y-coordinate of
the mi

th atomic column, respectively. In the model, the un-
known structure parameters are given by the parameter vector:
θ = (βx11

· · · βxMI
, βy11

· · · βyMI
, ρ1 · · · ρI , η11 · · · ηMI , ζ)T .

For estimating the parameters θ, use is made of the uniformly
weighted least squares estimator:

θ̂ = arg min
t

K∑
k=1

L∑
l=1

(wkl − fkl(t))2 (2)

where wkl is the value of the experimental image at the pixel
(k, l). For pixel values that are independent and identically nor-
mally distributed, the uniformly weighted least squares estima-
tor is equal to the maximum likelihood estimator, which has op-
timal statistical properties [27]. In electron microscopy, where
the recorded intensities are the electron counts, it is reasonable
to make the approximation that the image pixel values are nor-
mally distributed if the intensity in each pixel is sufficiently high
[28].

4. Accuracy of atomic column measurements

The use of the Gaussian model, described in Section 3, on
HAADF STEM images is validated by the incoherent image
formation process, which is given by the convolution between
an object function and the probe intensity [29, 30]. For thick-
nesses up to 10 nm, the object function is well described by
considering only the 1s states of the columns [31]. Further-
more, the detector geometry in HAADF STEM imaging acts
as a filter for the highly localized 1s states [30]. Geuens et al.
[32] showed that the 1s-state of a column is well approximated
by a two-dimensional quadratically normalised Gaussian func-
tion. For the estimation of structure parameters, the effect of
the probe intensity in Cs corrected microscopes is negligible
and can be excluded from the image formation process [33].
Therefore, image intensities can be well described by a super-
position of Gaussian peaks [34]. In the ISTEM mode, the effect
of the non-1s states on the image formation process is more
pronounced as compared to HAADF STEM imaging because
of the absence of the filtering effect by the HAADF detector. In
order to validate the use of the Gaussian model for extracting
column positions, the model is first tested by fitting to simulated
images of PbTiO3, see also Fig. 1.
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Figure 1: Simulated ISTEM images of PbTiO3 (a) without and (c) with 5.047
mrad tilt together with (b,d) the corresponding fitted models. The true values of
the atomic column positions from the input structure of the image simulations
are indicated by the dots, the fitted coordinates by the crosses.

As opposed to HAADF STEM imaging, the contrast in
ISTEM images is dependent on the sample and the microscope
settings. With our microscope settings, the atomic column po-
sitions are corresponding to the intensity valleys in the im-
ages. In the first case, an image simulation of PbTiO3 viewed
along the [100]-direction has been used (see Fig. 1(a)). In Fig.
1(b), the fitted, Gaussian model is presented together with the
atomic column positions. As can be seen, the model does not
fully accurately describe the image intensities. The TiO and
Pb columns are described by intensity valleys and hills while
they are modelled as drops in intensity. This difference can be
explained by the influence of non-1s states on the image forma-
tion process which are not modelled. However, the fitted coor-
dinates are perfectly centred on the atomic columns, thus val-
idating the use of the Gaussian model for determining atomic
column locations. The effectiveness of the model can be ex-
plained by the shape of the columns in the image. Despite the
influence of the non-1s states, their intensity profiles are mainly
described by a drop in intensity. Furthermore, these profiles are
circularly symmetric. Therefore, any circular shaped model,
like the Gaussian one, will most likely find the column loca-
tions.

In order to test the model on a non-symmetric case, an im-
age simulation of a PbTiO3 crystal tilted by 5.047 mrad in the
x-direction has been evaluated (see Fig. 1(c)). In this case,
the (001) beam is strongly excited and the Laue circle runs
through the (000) and (002) beams, giving the smallest sam-

ISTEM HAADF STEM
Column Accuracy (pm) Accuracy (pm)

O 15.59 Not possible
TiO 5.72 14.86
Pb 12.92 15.69

Table 2: The absolute distance between the x-coordinates of the fitted coordi-
nates and the true values of the atomic columns in the simulated images of a
PbTiO3 crystal tilted by 5.047 mrad.
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Figure 2: Simulated HAADF STEM images of PbTiO3 (a) without and (c)
with 5.047 mrad tilt together with (b,d) the corresponding fitted models. The
true values of the atomic column positions from the input structure of the image
simulations are indicated by the dots, the fitted coordinates by the crosses.

ple tilt that results in a visible asymmetry of the diffraction pat-
tern [35, 36]. The fitted coordinates obtained from the Gaussian
model are shifted along the x-axis with respect to the true val-
ues of the atomic column positions (see Table 2). Here, the
top-most atom of each column was taken as a reference. A
closer look at the image shows that the fitted coordinates are
centred on the intensity valleys, indicating that the fitting pro-
cedure works as expected. Similarly, Zhou et al. [36] showed
that in HAADF STEM imaging tilt induces an intensity shift
in the formed images which is dependent on tilt angle, sam-
ple thickness and probe convergence semi-angle. In order to
compare the effects of tilt between ISTEM and HAADF STEM
imaging, HAADF STEM image simulations of a non-tilted and
a 5.047 mrad tilted PbTiO3 crystal have been quantified by the
Gaussian model (see also Fig. 2). In the absence of sample tilt,
the fitted coordinates are exactly the same as the true values.
As is presented in Table 2, for sample tilt the fitted coordinates
are shifted with respect to the true values of the atomic column
positions by approximately the same value for the two column
types. Appendix A shows that by changing to a more conven-
tional probe convergence semi-angle of 21 mrad in HAADF
STEM imaging, the measured shift remains approximately the
same for the different column types. These results suggest that
for HAADF STEM imaging tilt induces an overall translation
of the image. This is, however, not the case in ISTEM imag-
ing as Table 2 points out. Despite the lower shift introduced by
tilt, the shift is column type dependent and will therefore de-
pict a deformed unit cell. This difference is probably caused
by the presence of non-1s states in the ISTEM image formation
process, as the presence of these states also seem to affect neg-
ative Cs TEM images (see Appendix B). The development of a
model that also considers these non-1s states will most likely
visually describe the pixel values better. It is, however, ex-
pected that only when the effect of tilt of the electron beam
is included in such a model, atomic column position measure-
ments will improve. Despite the disadvantage of a column type
dependent shift, sample tilt can be identified more easily from

3



ISTEM images as compared to HAADF STEM images because
the intensity distribution of columns becomes non-symmetric.
Still, one should keep in mind that column locations are sen-
sitive to sample tilt when using them for applications such as
strain mapping [36].

5. Precision of atomic column measurements

As is demonstrated in Section 4, statistical parameter esti-
mation theory is capable of extracting atomic column positions
with a high accuracy from ISTEM images. In order to deter-
mine how precise atomic column positions can be measured,
an experimental ISTEM image of PbTiO3 has been evaluated
(see Fig. 3(a)). For the extraction of the positions, the Gaussian
model (Eq. 1) has been fitted by fixing the background value
to the maximum pixel value in order to ensure that all oxygen
columns are found (see Fig. 3(b)). Next, the lattice parameter
is determined by measuring the distance between neighbour-
ing columns of the same type. In this procedure, columns are
grouped in pairs along the horizontal direction to ensure that
measurements are independent of each other. The precision is
measured in terms of the standard deviation on the measured
lattice parameter assuming a fully periodic structure. In order
to compare the results, 95% confidence intervals are calculated
using the following expression:√

(n − 1)s2

χ2
n−1,0.025

≤ σ ≤

√
(n − 1)s2

χ2
n−1,0.975

(3)

with s2 the sample variance and χ2
n−1,α the α quantile of the χ2

distribution with n−1 degrees of freedom. The results presented
in Table 3 show that all the different column positions can be
measured with a precision in the picometer range. The worse
precision of the O columns can be explained by their low atomic
number, which results in a less pronounced column intensity
profile. The precision of the TiO columns is slightly better as
compared to the Pb columns.

In order to compare these results to HAADF STEM imaging,
a simultaneously recorded image of PbTiO3 with the same in-
coming electron dose has been evaluated (see Fig. 3(c)). The
fitted Gaussian model, presented in Fig. 3(d), has been used to
extract the atomic column positions. Similar as before, the pre-
cision on the lattice parameters has been measured by grouping
columns of the same type in the x-direction together (see Table
3). The major advantage of ISTEM is, as expected, the visuali-
sation of light atoms. In HAADF STEM imaging the intensity

ISTEM HAADF STEM
Column Precision (pm) Precision (pm)

O - O 6.89 (5.30 − 9.84) Not possible
TiO - TiO 3.44 (2.37 − 6.29) 10.81 (7.43 − 19.73)
Pb - Pb 5.17 (3.66 − 8.77) 6.01 (4.26 − 10.20)

Table 3: The experimental precision on the distance between neighbouring
columns of the same type. The 95% confidence intervals are given in brack-
ets.
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Figure 3: An experimental (a) ISTEM and (c) HAADF STEM image of PbTiO3
with (b,d) the corresponding fitted models. The estimated column positions are
shown as an overlay.

contributions of these columns cannot be distinguished from the
noise level. A comparison of the other, more heavy, columns,
shows that the precision with which positions are measured is
better in ISTEM as compared to HAADF STEM.

For investigating the mechanisms that determine the preci-
sion, 100 noise realisations of simulated ISTEM and HAADF
STEM images are evaluated. Here, only image, or shot, noise
is modelled by using random Poisson distributed pixel val-
ues. Simulation parameters as summarized in Table 1 are used
with an incident electron dose equal to the experimental dose,
2.5 · 105 electrons per Å2. Similar as in the experimental im-
age, the precision is measured in terms of the standard deviation
on the measured lattice parameters. Here, the two most central
neighbouring columns of the same type are grouped together
to calculate the lattice parameter. Table 4 shows the measured
precision with the 95% confidence interval obtained by Eq. 3.
For both imaging techniques, the precision is an order of magni-
tude smaller as compared to the experimentally measured preci-
sion. Appendix A shows that the influence of the probe conver-
gence semi-angle in HAADF STEM imaging on the precision

ISTEM HAADF STEM
Column Precision (pm) Precision (pm)

O - O 0.12 (0.10 − 0.14) Not possible
TiO - TiO 0.13 (0.11 − 0.16) 0.76 (0.67 − 0.88)
Pb - Pb 0.11 (0.10 − 0.13) 0.32 (0.28 − 0.37)

Table 4: The attainable precision with which column positions can be located
when only Poisson noise is present. The 95% confidence intervals are given in
brackets.
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is small, indicating that the use of the non-conventional probe
convergence semi-angle of 10 mrad will most likely not affect
the measured precision. The large difference between the val-
ues obtained from the simulations and the experiment points out
that the presence of image distortions, sample drift and local
varying crystal orientations in the experimental image mainly
determines the precision of the measured column locations. For
ISTEM this difference suggests that the integration of all probe
positions does not compensate for all these effects. However,
the robustness of ISTEM to probe instabilities and scan noise
errors allows more precise measures for column locations as
compared to HAADF STEM imaging, with the added benefit
of allowing to measure also the light atomic columns. Further-
more, the results of Table 4 suggest that in the ideal case when
only image, or shot, noise is present, atomic column locations
can be measured with a better precision from ISTEM images as
compared to HAADF STEM images.

6. Conclusions

In this paper, we propose a model-based parameter estima-
tion framework for extracting atomic column locations from
ISTEM images. In this framework, image intensities are mod-
elled as a superposition of Gaussian peaks. Despite the com-
plex image formation process in ISTEM imaging which cannot
be fully accurately described by this relative simple model, it
is still possible to accurately measure column locations in the
absence of sample tilt. Similar as in HAADF STEM imag-
ing, tilt induces a bias in the estimated column locations. In
ISTEM imaging this bias is column type dependent and can re-
sult in the depiction of a deformed unit cell, while in HAADF
STEM imaging this will not occur as the bias is approximately
the same for different column types. Despite this disadvantage
of ISTEM imaging, sample tilt can be more easily identified as
compared to HAADF STEM imaging since the intensity dis-
tribution of the columns becomes non-symmetric. From ex-
perimental images it has been demonstrated that both light and
heavy atomic column positions can be measured with picometer
precision from ISTEM images. Therefore, this imaging mode is
extremely useful for the characterisation of systems composed
out of a mixture of light and heavy atoms, such as oxides and
perovskites. Furthermore, ISTEM is capable of measuring col-
umn locations with a better precision as compared to HAADF
STEM imaging. Because of these abilities we expect that in the
near future ISTEM will become an important imaging mode to
retrieve structural parameters in a quantitative manner.
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Appendix A. Influence of the convergence semi-angle on es-
timated column locations

In HAADF STEM imaging, the conventional applied probe
convergence semi-angle is in the 20 mrad range, while the ex-
perimentally used 10 mrad is optimal for ISTEM imaging. For
a fair comparison between HAADF STEM and ISTEM, the ef-
fect of the probe convergence semi-angle on the estimated ac-
curacy and precision with which atomic columns can be lo-
cated is evaluated by using image simulations of PbTiO3 (see
Fig. A.1). Simulation settings as summarized in Table 1 are
used in which the probe convergence semi-angle is set to 21
mrad. Similar as in section 4, the accuracy of the estimated col-
umn locations is investigated for a case without sample tilt and
one where the PbTiO3 crystal is tilted by 5.047 mrad along the
x-direction. The Gaussian model, described in Section 3 has
been used to extract the atomic column positions. For the case
without sample tilt, the fitted coordinates of the atomic columns
are exactly the same as the true values, given by the top-most
atoms. When sample tilt is present, the fitted coordinates shift
with respect to the true values (see Table A.1). The results for a
probe convergence semi-angle of 10 mrad, as presented in sec-
tion 4, are shown in Table A.1 for comparison. For both probe
convergence semi-angles, the difference between the fitted x-
coordinates and the true values is approximately the same for
the different column types.

In order to test the influence of the probe convergence semi-
angle on the precision with which atomic column locations can
be estimated, 100 noise realizations of the simulated HAADF
STEM image of PbTiO3 without sample tilt have been exam-
ined. Image, or shot, noise is modelled by using random Pois-
son distributed pixel values for an incident electron dose of
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Figure A.1: Simulated HAADF STEM images with a probe convergence semi-
angle of 21 mrad of PbTiO3 (a) without and (c) with 5.047 mrad sample tilt
together with (b,d) the corresponding fitted models. The true values of the
atomic column positions from the input structure of the image simulations are
indicated by the dots, the fitted coordinates by the crosses.
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α = 21 mrad α = 10 mrad
Column Accuracy (pm) Accuracy (pm)

TiO 9.85 14.86
Pb 9.56 15.69

Table A.1: The effect of the probe convergence semi-angle on the estimated
coordinates in HAADF STEM simulated images of PbTiO3 crystal tilted by
5.047 mrad in the x-direction. The distance between the x-coordinates of the
fitted coordinates and the true values is given for the different atomic column
types.

α = 21 mrad α = 10 mrad
Column Precision (pm) Precision (pm)

TiO 1.05 (0.92 − 1.21) 0.76 (0.67 − 0.88)
Pb 0.34 (0.30 − 0.40) 0.32 (0.28 − 0.37)

Table A.2: The precision with which the x-coordinates of the atomic columns
are determined from HAADF STEM image simulations for different probe con-
vergence semi-angles. The 95% confidence intervals are given in brackets.

2.5 · 105 electrons per Å2. Image distortions are not modelled.
Similar as in section 5, the precision is measured in terms of
the standard deviation on the estimated lattice parameters by
grouping neighbouring columns of the same type together. For
each column type, the two most central columns in the simu-
lated image are used for calculating the lattice parameter. Ta-
ble A.2 shows the measured precision with the 95% confidence
intervals obtained by using Eq. 3. The results for a probe con-
vergence semi-angle of 10 mrad, as presented in section 5, are
also shown in Table A.2 for comparison. The standard devia-
tion of the estimated column location is slightly larger in the 21
mrad case. However, compared to the experimental measured
precision it is still orders of magnitude smaller (see Table 3).
Therefore, it is expected that the influence of the probe semi-
convergence angle is negligible.

Appendix B. Influence of sample tilt in negative Cs imaging

As is shown in section 4, sample tilt induces in both ISTEM
and HAADF STEM imaging a translation of the image intensi-
ties. While in HAADF STEM imaging this translation is ap-
proximately uniform for different column type, it is column
type dependent in ISTEM imaging. The main difference be-
tween both imaging techniques is the presence of non-1s states
in the image formation process of ISTEM imaging. In order
to verify whether these states can explain the column type de-
pendent shift, negative Cs TEM image simulations of a PbTiO3
crystal are evaluated (see Fig. A.2). In this imaging technique
non-1s states may also influence the formed images. The sim-
ulation parameters as summarized in Table 1 are used together
with plane wave illumination and an imaging part with a de-
focus of 2 nm and spherical aberration of −2 µm. Similar as
in section 4, the accuracy of the estimated column locations is
investigated for a case without sample tilt and one where the
PbTiO3 crystal is tilted by 5.047 mrad along the x-direction.
The Gaussian model, described in Section 3 has been used to
extract the atomic column positions. Similar as for ISTEM,
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Figure A.2: Simulated negative Cs TEM images of PbTiO3 (a) without and
(c) with 5.047 mrad sample tilt together with (b,d) the corresponding fitted
models. The true values of the atomic column positions from the input structure
of the image simulations are indicated by the dots, the fitted coordinates by the
crosses.

the model does not adequately describe the complex image in-
tensity distribution of each column. However, for the untilted
case the fitted coordinates of the atomic columns are exactly
the same as the true values, given by the top-most atoms. There-
fore, this result validate the use of the Gaussian model to extract
atomic column locations. When sample tilt is present, the fitted
coordinates shift with respect to the true values (see Table A.3).
The results for ISTEM imaging, as presented in section 4, are
shown for comparison. The values in Table A.3 indicate that
negative Cs imaging is more sensitive to sample tilt in compar-
ison with ISTEM imaging. Similar as in ISTEM imaging, the
shift of the fitted coordinates with respect to the true values de-
pends in negative Cs imaging on the column type. Therefore,
these results seem to confirm that the presence of non-1s states
in the image formation process may cause a column type de-
pendent translation of the image intensities when tilt is present.

negative Cs TEM ISTEM
Column Accuracy (pm) Accuracy (pm)

O 47.06 15.59
TiO 44.86 5.72
Pb 31.05 12.92

Table A.3: The absolute distance between the x-coordinates of the fitted coor-
dinates and the true values of the atomic columns in the simulated images of a
PbTiO3 crystal tilted by 5.047 mrad.
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