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Abstract

We present a first-principles computational study of cation-Se Σ3 (112) grain boundaries in CuGaSe2. We discuss the structure
of these grain boundaries, as well as the effect of native defects and Na impurities on their electronic properties. The formation
energies show that the defects will tend to form preferentially at the grain boundaries, rather than in the grain interiors. We find
that in Ga-rich growth conditions Cu vacancies as well as Ga at Cu and Cu at Ga antisites are mainly responsible for having the
equilibrium Fermi level pinned toward the middle of the gap, resulting in carrier depletion. The Na at Cu impurity in its +1 charge
state contributes to this. In Ga-poor growth conditions, on the other hand, the formation energies of Cu vacancies and Ga at Cu
antisites are comparatively too high for any significant influence on carrier density or on the equilibrium Fermi level position.
Thus, under these conditions, the Cu at Ga antisites give rise to a p-type grain boundary. Also, their formation energy is lower
than the formation energy of Na at Cu impurities. Thus, the latter will fail to act as a hole barrier preventing recombination at the
grain boundary, in contrast to what occurs in CuInSe2 grain boundaries. We also discuss the effect of the defects on the electronic
properties of bulk CuGaSe2, which we assume reflect the properties of the grain interiors.
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1. Introduction

The chalcopyrite ternary and multinary compounds are ma-
terials of prime interest because of their potential for techno-
logical applications. The rich physical and chemical proper-
ties they exhibit are due to a large extent to the fact that they
present two or more cation sublattices, as opposed to one in
binary compounds, thereby increasing their chemical degrees
of freedom and the variety of dopants they can host. The ap-
plications of interest range from thermoelectrics [1], through
bio-sensing [2], to electroluminescence [3] and photovoltaics
[4, 5]. Research on thin-film photovoltaic cells, in particular,
has seen significant advances in recent years. Notable among
these is that thin film cells based on CuGaSe2 absorber layers
have already breached the 10% efficiency barrier[6, 7]. This is
very interesting because CuGaSe2 is a wide-band gap material.
Indeed, although its efficiency is lower than the record-breaking
efficiencies of cells based on Cu(In,Ga)Se2 (CIGS) alloys [8],
it presents several advantageous features because of its wider
band gap [6]. The latter results in a higher open-circuit voltage,
which reduces ohmic losses due to the lower current intensity
required for a given output power. Optical losses are reduced
as well, as a lower number of interconnects are needed within a
module. And the open-circuit loss with increasing temperature
is also lower [9]. Furthermore, its wider band gap (Eg = 1.68
eV) makes CuGaSe2 a material of choice as absorber layer in
the top cell in tandem devices. Much of recent research points
in this direction [6, 10, 11, 12].

Research is naturally also devoted to uncover ways to fur-
ther improve the efficiency of the CuGaSe2-based photovoltaic
cells (see, e.g., reviews 6 and 13). Many research groups fo-

cus on film deposition and growth methods [14, 15, 16, 17], the
importance of this cannot be overstated. Indeed, the efficiency
of a cell is greatly impacted by the presence of defects and im-
purities in the various material layers in the cell and at their
interfaces. Other research groups focus on the electronic prop-
erties of the materials involved and on how they are affected by
defects and impurities. In this regard, important attention has
been given to defects in bulk CuGaSe2 [5, 10, 18, 19, 20, 21]
and at grain boundaries in CuGaSe2 [5, 18, 22, 23].

In this article we present a first-principles computational
study of the structural and electronic properties of native defects
in CuGaSe2 grain boundaries. We focus on a grain boundary of
the type Σ3 {112}. The latter has been found to be the most
common type of grain boundary in the CIGS compounds [24].
The grain boundaries can be Se-Se, cation-Se, or cation-cation
terminated (cation-cation terminated grain boundaries appear to
be less common) [25]. Here we are interested in studying the ef-
fect of the above mentioned defects on the electronic properties
of a cation-Se grain boundary. In a previous study of the same
type of grain boundary in CuInSe2, we found that such defects
and impurities can have an important impact on carrier recom-
bination and transport in polycrystalline CuInSe2 [26]. Thus, it
is of interest to study their properties in the case of CuGaSe2 as
well. For the purposes of analysis and completeness, we also
consider the effect of the mentioned defects on the electronic
properties of bulk CuGaSe2. Moreover, we draw a comparison
between our various results and experiment.

In Section 2 we introduce both the methods and the grain
boundary model used. In Section 3 we briefly review the quan-
tities calculated for our study and then present and discuss our

Preprint submitted to Elsevier March 19, 2021



Figure 1: Σ3 (112) grain boundary model in CuGaSe2. The grain boundary
plane is normal to the c-axis, with its location indicated by the dashed line in
the upper panel. The ‘grain’ on the right side can be obtained by rotating the
original structure on that side by 60◦. The tetrahedral coordination is preserved
by the rotation, but results in cation antisite pairs, with important consequences
on the properties of the GB.

results.

2. Methodology

The calculations in this study were performed with the VASP
code [27], using the projector augmented wave (PAW) method
to describe the electron-ion interactions [28]. The electrons
treated as valence in the PAWs used are the Cu 3d4s, Ga 3d4s4p,
Se 4s4p, as well as Na 3s. The plane wave basis set energy cut-
off was set to 500 eV. Geometry optimizations were done using
the Perdew-Burke-Ernzerhof (PBE) exchange and correlation
functional [29]. Forces were converged to within 0.02 eV/Å,
using the VASP method based on the conjugate-gradient algo-
rithm. The electronic structure of the optimized geometries was
calculated using the hybrid-functional HSE06 in VASP, with an
exact-exchange fraction α = 0.3089. The latter was found in
previous work to reproduce the experimental band gap [30]. In
the case of charged defect calculations, a compensating homo-
geneous background charge density is introduced in order to
ensure charge neutrality [31].

The grain boundary (GB) model consists of a supercell of
288 atoms (i.e., 72 formula units), as described in more detail
further down. The dimensions of the optimized supercell are
13.87 × 16.04 × 29.54 Å. We used a 2 × 2 × 1 k-point mesh
for all our GB calculations. In Fig. 1 we present a plot of the
supercell model studied. The (112) planes are parallel to the

ab-plane. Because of the periodic boundary conditions, there
are two grain-boundaries. One cuts the supercell in two along
the c-axis, and the other is at the supercell boundaries along the
same axis. As mentioned, the grain boundaries are cation-Se
terminated, i.e., of type III in the terminology of Abou-Ras et
al. [25]. We note that this GB is coherent (the four-fold co-
ordination is conserved) and is stoichiometry preserving. The
GB can be seen as arising from a 60◦ rotation of one grain re-
spect to the other, i.e., around an axis perpendicular to the (112)
planes [32]. The rotation preserves the tetrahedral coordination
of both Se and cations, but results in cation antisite pairs at the
GB because it violates the periodicity of CGS along the (112)
planes (this is similar to what occurs in the case of CIS). The
presence of CuGa-GaCu antisite at the grain boundaries, as well
as at the supercell boundaries, leads to local octet rule viola-
tions. Specifically, some Se atoms are coordinated not by two
Cu and two Ga atoms, but by three (four) Cu atoms and one
(no) Ga atoms, or vice versa. These have an effect on cation
defect formation energies, and thus on the relative defect con-
centrations and on carrier density and transport, as we discuss
in the next Section.

3. Results and discussion

3.1. Calculations

We first calculated the GB energy, defined as

γ =
1

2A
(Etot[GB] − nEtot[bulk]), (1)

where Etot[GB] (Etot[bulk]) is the total energy of the GB super-
cell (of a bulk unit cell), n is (the equivalent) number of bulk
unit cells contained in the GB supercell, and A is the GB area
[33]. We find a GB energy of 0.65 J/m2, which is slightly higher
than in the case of CIS (0.42 J/m2). The value compares well
with the energy of very stable twin grain boundaries in other
systems. Indeed, the Σ3 (111) grain boundary in SrTiO3 and
the Σ7 (101̄2) grain boundary in α-Al2O3 have reported ener-
gies of 0.52 and 0.63 Jm−2, respectively [34]. Our result is thus
consistent with the fact that this type of grain boundary is com-
mon in CGS.

The band gap reduces from the bulk value of 1.68 eV to
0.47 eV at the grain boundary. Also, the valence band maxi-
mum (VBM) is displaced away from the Γ point [to (0 0.5 0) in
supercell reciprocal units], while the conductin band minimum
(CBM) remains at Γ. Similar to CIS, the band gap narrowing
obeys largely to the presence of CuGa antisites. Indeed, this
results in several Se atoms being coordinated by 4 Cu atoms,
instead of 2. Now the valence band is known to be of dom-
inant Cu d and Se p character, with important p-d repulsion
[35]. Because the VBM itself is essentially of Se p character
[26, 30], a stronger p-d repulsion raises significantly the VBM
with respect to the bulk.

We studied the native defects VCu, GaCu, and CuGa, as well
as NaCu. These appear to be the most important from the elec-
tronic properties point of view [5, 18]. Na is found in CIGS ab-
sorber layers either because of the synthesis method or because
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Figure 2: The color of the spheres indicate in each case whether a defect at that
location in the GB supercell (cf .Fig. 2) results in a high or low total energy,
as specified by the colorbars (energies are referred to the lowest energy in each
case). (a) corresponds to VCu, (b) to GaCu, (c) to CuGa, and (d) to NaCu. In
(a), (b) and (d) the gray circles indicate the positions of the Ga atoms, while in
(c) they indicate the position of the Cu atoms. For clarity, the Se atoms are not
shown.

it is intentionally added [36, 37]. For a more thorough under-
standing of the behavior of the defects and how they affect the
electronic properties of the GBs, we first determined their pre-
ferred locations in the supercell via total energy calculations,
considering all 72 possible locations in each case. Figure 2
illustrates how the total energies vary as the defect changes lo-
cation in the GB supercell (cf. Fig.2). In (a) the color of the
spheres indicate whether a VCu located at that position has a
low or high energy. The darker blue colors indicate a low total
energy after relaxation, while a strong red color indicates a high
total energy. The energies are referred to the lowest energy in
each case. For orientation, the gray circles indicate the position
of the Ga atoms (for simplicity, the Se atoms are not shown).
(b) corresponds to GaCu and (d) to NaCu. (c) corresponds to
CuGa, in which case the colored spheres indicate Ga atom posi-
tions and the gray circles the positions of the Cu atoms. More
information on the lowest energy locations in each case is given
in the Supplementary Data file.

We then calculated the formation energies of the defects in
their lowest energy location. This was done following the stan-
dard procedure [38, 39]. We determined the formation energies
for the defects in different charge states, and considered Ga-
rich and Ga-poor growth conditions. The chemical potentials
used are the same as in Ref. 30. In Fig. 3 we show the forma-
tion energies as a function of the electron chemical potential, or
Fermi level, as it is commonly referred to. For a given defect,
which charge state has the lowest formation energy depends on
the Fermi level. This results in a lowest formation energy curve
consisting of segments corresponding to different charge states,
as shown by the solid lines in the plots. Fig. 3(a) corresponds
to Ga-rich conditions, and Fig. 3(b) to Ga-poor conditions. The
reference potential alignment and image charge correction were
performed as in our previous CIS grain-boundaries study [26].
For the image charge correction the experimental dielectric con-
stants were used [40]. For the purposes of discussion, we also
present here the defect charge formation energies for bulk CGS
[41]. The defect formation energies in the bulk case are plot-
ted in Figs. 4(a) and (b), the latter corresponding to Ga-poor
conditions and the former to Ga-rich conditions [42].

3.2. Discussion

Let us start by pointing out that in a material with donor and
acceptor defects, in equilibrium conditions the electron chemi-
cal potential will actually be pinned to a value, E

eq
F

, determined
by overall charge neutrality [43]. A rough estimate of this en-
ergy is given by the crossing of the formation energies of the
lowest donor and acceptor lines [44]. Thus, in Ga-rich condi-
tions, in both the GB and grain interior (the bulk results being
expected to correspond to the grain interior), E

eq
F

will fall away
from the band edges, implying carrier depletion and very low
conductivity. This is in line with has been observed experimen-
tally [45]. In Ga-poor conditions, on the other hand, E

eq
F

falls at,
or near, the VBM in the GB and the bulk, respectively. We can
expect these to exhibit p-type conductivity in such conditions.
Experimentally, this is indeed known to be the case [46, 47].
Below we examine the electronic properties of the different de-
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fects indicated in the previous subsection and discuss in more
detail their role in the above observations.

We consider first the Cu vacancies (VCu). The lowest en-
ergy location is at the GB. But a closer inspection of the re-
sults leading to Fig. 2 reveals that the vacancies are more likely
to form at a Cu site of a normally coordinated Se atom, away
from Se atoms coordinated by insufficient Ga atoms. Normally
coordinated Se atoms occur of course also within the grains.
Thus, we look at the formation energies in Figs. 3 and 4. These
show that the VCu will form preferentially at the GB, as it has a
lower formation energy by roughly 0.9 eV. Electronically, VCu

is clearly a shallow acceptor in the bulk. At the GB, it may still
be considered as a shallow acceptor, as its neutral-to-negative
charge transition level is ǫ(0|−) = 106 meV. In Ga-rich con-
ditions, however, it will contribute little to any p-type carrier
density and transport, whether in the bulk or in the GB. Indeed,
as indicated above, E

eq
F

falls near the middle of the gap. Since
carrier densities fall exponentially away from the band edges,
they will be negligible at E

eq
F

. In Ga-poor conditions, the GB
is p-type as already stated, but the contribution of VCu will be
limited. This is because CuGa has a much lower formation en-
ergy in such conditions and will be the main carrier contribu-
tor. In the bulk case, one can expect VCu to be the main carrier
contributing acceptor, as the other acceptor in this case (CuGa,
discussed below) is somewhat deep. Note that in experiment
VCu is found to be at 60 meV above the VBM [5], while our
calculations find it to be at the VBM. It is possible that our
calculation underestimates the defect level depth compared to
experiment. A source of discrepancy might be, e.g., the charge
correction scheme, which is thought to be less appropriate for
shallow defects [48].

We address now GaCu. According to the results in Fig. 2,
the location-energy relation of the GaCu antisites is practically
anti-correlated with the graph of the VCu sites. This is because
Ga preferably replaces a Cu bound to a Se atom coordinated
by excess Cu atoms. Intuitively, it tends to restore the octet
rule. Octet rule violations occur more frequently at the GBs
and, in addition, the plots in Figs. 3 and 4 show that the for-
mation of GaCu (comparing neutral charge states) is around 1.7
eV lower at the GB. Thus, this will be its preferred location.
GaCu is a deep donor, both in the bulk and at the GBs. At
the GB, in Ga-rich conditions, it is responsible for pushing E

eq
F

away from the VBM. The behavior is essentially the same in
the bulk. Thus, the GB and grain interior are practically insu-
lating in such a conditions, which is detrimental to carrier trans-
port and collection. This may be one of the reasons why a too
high [Ga]/([In]+[Ga]) ratio is not beneficial to the efficiency of
Cu(In,Ga)Se2 cells. In Ga-poor conditions, the formation en-
ergy of GaCu is too high compared to that of the other defects to
have an important effect, both at the GB and in the bulk. Note
that in the bulk we find the donor level to be at 365 meV from
the CBM, in quite good agreement with experiment, where it is
reported to be at 400 meV below the CBM [5].

Turning to CuGa, Fig. 2 shows that its lowest energy loca-
tions correlate strongly with those of GaCu. This is not surpris-
ing since, as mentioned before, CuGa and GaCu tend to form
antisite pairs at the GBs and CuGa will tend to restore the octet

Figure 3: Formation energies of the defects in their lowest energy location in
the GB supercell, as determined by our calculations. (a) Ga-rich conditions; (b)
Ga-poor conditions. The solid lines indicate the preferred charge state for each
defect as a function of Fermi level.
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Figure 4: Formation energies of the defects in a bulk CGS supercell. (a) Ga-
rich conditions; (b) Ga-poor conditions. As in Fig. 3, the solid lines indicate
the preferred charge state for each defect as a function of Fermi level.

rule around Se atoms as well. Furthermore, its formation en-
ergy at the GB is close to 2 eV lower (comparing neutral states)
than in the bulk. Thus, CuGa will also form preferentially at
the GBs. This is a shallow acceptor defect at the GB. In Ga-
rich conditions it will contribute to pin E

eq
F

far from the band
edges. In Ga-poor conditions, on the other hand, it is by far
the leading acceptor and has the lowest formation energy over-
all, giving rise to a p-type GB. This is consistent with has been
observed in polycrystalline CuGaSe2 grown under Cu-excess
[49]. In the bulk CuGa is a relatively deep acceptor. In Ga-rich
conditions it will play a limited role, due to its relatively high
formation energy. In Ga-poor conditions, it will contribute only
secondarily to p-conductivity, compared to VCu. We find that
the CuGa transition levels in the bulk are ǫ(0|−) = 216 meV and
ǫ(−| − 2) = 790 meV, with respect to the VBM. These can be
compared with the CuGa defect levels observed in experiment in
CuGaSe2 [5]. An acceptor level is observed at 60 meV above
the VBM, which is assigned to a (0|−) transition, and another
transition at ∼ 700 meV above the VBM, which is tentatively
assigned to a (−|−2) transition. While the theoretical and exper-
imental (0|−) transition level values are quite off of each other
(again, this is in principle a shallow level), the deep (−| − 2)
transition level values are in good agreement. This supports the
intepretation given to the latter in Ref. 5.

We briefly point out that our present results for VGa in bulk
CuGaSe2 support previous findings [50]. As seen in Fig. 4, VGa

is a shallow acceptor in the −1 charge state, with a high forma-
tion energy even in Ga-poor growth conditions. Our value close
to 2 eV in those conditions (∆µGa = −3 eV ) is comparable to
the value of 2.5 eV in Ref. 50, calculated in somewhat less Ga-
poor growth conditions (∆µGa = −2.17 eV). Due to this, VGa

does not have a significant effect on the electronic properties of
CuGaSe2. This is expected to remain so in GBs, and we did not
study VGa in GBs.

Finally, we consider the case of NaCu impurities. The anal-
ysis of the results in Fig. 2 indicates that these occur more com-
monly at the GBs. Also, the formation energy of NaCu (neutral
state) is lower at the GB by ∼0.45 eV. At the GBs, in Ga-rich
conditions, although its ground state is neutral, it will still con-
tribute to compensate the acceptor defects because the forma-
tion energy of its +1 charge state is sufficiently low in the lower
half of the band gap. In Ga-poor conditions, it will tend to
play the same role, but less efficiently, as its formation energy
is somewhat higher than the donor in that case (CuGa). This is in
contrast with the case of CIS, where at the GBs NaCu impurities
clearly tend to passivate any donors and can even contribute to
type inversion [26]. It must be pointed out, however, that theo-
retical calculations suggest that NaCu can give rise to a neutral
hole-barrier at GBs in CIGS compounds, resulting from its lack
of d-states compared to Cu [26, 51], an effect indeed observed
in CuGaSe2 [52]. Thus, NaCu at the GB can be expected to
be overall slightly beneficial. In the bulk case, in Ga-rich con-
ditions NaCu will not alter significantly the n-type vs. p-type
carrier balance, so it will remain carrier depleted. In Ga-poor
conditions, NaCu will tend to passivate any acceptor. This is
detrimental, of course, to the intended p-type conductivity of
the bulk. But its negative impact will be mitigated, as Na is ex-
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pected to segregate to the GBs, where it can have a beneficial
effect.

4. Conclusions and outlook

Our first-principles computational study of cation-Se Σ3 (112)
grain boundaries in CuGaSe2 shows that the native defects VCu,
GaCu, and CuGa and the impurity NaCu have a formation en-
ergy at the GBs that is lower than in the grain interiors. Thus,
they will have a higher concentration at the GBs. With re-
spect to their effect on electronic properties, we find that in Ga-
rich growth conditions VCu and the antisites GaCu and CuGa are
mainly responsible for having E

eq
F

pinned toward the middle of
the gap, resulting in carrier depletion. But in Ga-poor growth
conditions, the formation energies of VCu and GaCu are high and
do not influence significantly the carrier density or the position
of E

eq
F

, while CuGa locates the latter near the VBM and gives
rise to a p-type grain boundary. Furthermore, NaCu will be in
its neutral state, and while in Ga-rich conditions its +1 state
still contributes to pin E

eq
F

toward the middle of the gap, in Ga-
poor conditions its effect is weak and will fail to passivate the
CuGa defects and prevent recombination at the grain boundary,
in contrast with its effect in CuInSe2 GBs. However, it is still
expected to act as a neutral hole barrier due to its band bending
effect at the GBs. As regards bulk CuGaSe2, we find that VCu is
a shallow donor, while in experiment it is found to be 60 meV
above the VBM. On the other hand, we find that GaCu is a deep
donor, 365 meV below the CBM, which compares well with
the experimental value of 400 meV. Also, for CuGa we find a
deep (−| − 2) transition level at 790 meV above the VBM, sup-
porting the interpretation given to the level ∼ 700 meV above
the VBM observed in experiment. Finally, we find that NaCu

tends to have a detrimental effect on the carrier density, both in
Ga-rich and Ga-poor conditions, but greatly mitigated because
it will typically segregate to the GBs and have a low density in
the grain interiors.

There are several paths that future work can take. Here we
have considered a set of defects that affect critically the elec-
tronic properties of GBs in CuGaSe2, and thus of the absorber
layer as a whole. But there are other types of defects that can
be considered as well. In CIGS absorber layers, for instance,
depending to an extent on the synthesis method, potassium and
heavier alkali impurities can be present [8], or carbon [53] and
oxygen [54]. Moreover, such defects can be present at the inter-
faces between the absorber layer and the substrate or buffer lay-
ers, with important effect on carrier passivation/transport. The
effects of such impurities have been studied computationally
mainly in CuInSe2 so far [55, 56, 57]. It will be important that
future work considers them in CuGaSe2 as well.
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