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Abstract

In this work an extensive chemical model is presented for a CO2 plasma that is relevant for

the production of ‘solar fuels’. It consists of 72 species and 5732 reactions. It is based on

species definitions and reaction rate coefficients from previous literature, which have been

rigorously reviewed, and is augmented with reaction rate coefficients that are obtained
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from the application of scaling laws. The input data set, which is suitable for usage with

the plasma simulation software Plasimo (see https://plasimo.phys.tue.nl/),

has been made available in human-readable electronic form on the publisher’s website1.

The correctness of this implementation of the model has been established by realizing

an independent ZDPlasKin-compatible implementation (http://www.zdplaskin.

laplace.univ-tlse.fr/), setting up equivalent physical models and verifying that

the results agree. Results of these ‘global models’ are presented for a typical case study, a

cylindrical DBD plasma reactor with pulsed power input.

1 Introduction

Fossil fuels have the advantage of a high energy density and the fact that an extensive

transport infrastructure is available. These facts underly the more recent interest in solar

fuels, in which molecules such as CH4 are produced from CO2 using renewable energy

sources in an inverse combustion reaction.

In order to produce such fuels from CO2, the molecule first needs to be dissociated to

obtain CO [1;2]. After dissociation, the next step can be to isolate CO from the produced

oxygen species using membranes [3;4]. This way the backward reaction of CO to CO2 is

1For the duration of the review period, these files are available on the website http://epgmod.
phys.tue.nl/˜jan/CO2. Please use username ‘referee’ and password ‘co2data’.
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avoided. The isolated CO can then be transformed into fuels by combining water gas shift

and methanation.

The required energy for direct dissociation of CO2 from the ground state is 5.5 eV

per molecule. In [2] it is shown that this can be done with a maximum energy efficiency

of around 45 %. The CO2 molecule has, however, three vibrational modes which can be

used for a more energy efficient way of dissociation. In previous works it is shown that

these vibrational modes provide an energy efficient pathway to dissociation, with an en-

ergy efficiency up to 80 % [1;2;5;6]. The asymmetric vibrational mode is shown to be the

most important channel for dissociation [2;7]. In the work of Aerts et al. [5], an extensive

CO2 chemistry set is presented, which contains 25 species and 205 reactions. The au-

thors validated their results with experimental data obtained by Cenian et al. [8]. Later that

chemistry was extended by Kozak et al. [6;9], mostly by adding the vibrational levels of the

asymmetric mode of CO2. Their chemistry consists of 72 species and several thousands

of reactions.

The results in [6] are obtained using the simulation package Global kin [10], in which

spatial dimensions are not resolved, but only the variation of species densities over time

are calculated. In this work we will refer to this type of models as Global Models. The

results in [6] show that the high vibrational states of CO2 get significantly populated in a

microwave plasma, which is essential for energy efficient dissociation via the vibrational

states [2].

The chemistry which is presented in [6] is also at the base of other works [11;12;13]. Imple-

menting such a large model can be challenging. First attempts to implement the chemistry

in our own model resulted in significantly different results. This indicates the challenge to
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correctly implement a complex chemistry in a new model and stresses the importance of

input data verification.

For that reason a verification study is presented in the present paper. Firstly, the chem-

istry in [6] is subjected to an extensive review study. Secondly, the reviewed chemistry is

implemented independently in two Global Models: the Global Model [14] that is part of

the PLASIMO plasma modeling framework [15] and ZDPlaskin [16]. Firstly, the two models

have been subjected to a code-to-code verification using specially constructed cases. After

that the correctness of the input data sets has been established by a comparison of results.

In section 2 the mathematics behind Global Models is introduced. This is followed by

a discussion of the implementations of such models in PLASIMO and ZDPlaskin. Next,

various scaling laws will be introduced. These are used to obtain reaction data if vibra-

tionally or electronically excited species are considered. In section 3 the species that are

considered in this work are presented. This is followed by an extensive review of the lit-

erature data that are at the basis of the present model. Various mistakes, ambiguities and

inaccurate citations in previous works will be identified and discussed. Section 4 starts

with results of basic correctness testing of the PLASIMO and ZDPlaskin codes. That dis-

cussion is followed by results of these codes for a typical case study of the CO2 model, a

cylindrical DBD plasma reactor with pulsed power input.
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2 Model

Fluid models are based on solving moments of the Boltzmann equation. The mass balance

equation is the zeroth order moment of the Boltzmann equation, and reads

∂ns
∂t

+∇ · (ns~vs) = Snet,s, (1)

where ns is the density of species, ~vs the velocity and Snet,s the net species source from

chemical reactions. Since Global Models are not spatially resolved, an assumption must

be made about the transport term in this equation. In the present work we will assume that

there is no transport. Then the evolution of the species densities is only due to local source

terms and equation (1) reduces to:

∂ns
∂t

= Snet,s. (2)

Consider a reaction i, which can be written as:

Σsαi,sXs → Σsβi,sXs. (3)

Here Xs represents species s, αi,s and βi,s the stoichiometric coefficients at the left and

right hand side of reaction i respectively. For that reaction the source term of equation (2)

is given by:

Snet,s =

j∑
i=1

(βi,s − αi,s)Ri, (4)
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with j the total number of reactions and Ri the rate of reaction i, given by:

Ri = ki
∏
s

nαi,s
s , (5)

with ki the rate coefficient. Rate coefficients can be constants, but can also vary with the

gas temperature, electron temperature Te or the reduced electrical fieldE/N (the electrical

field E over the density of neutral species N ). Below we will elaborate on how the rate

coefficients are obtained in both models.

PLASIMO

In PLASIMO the rate coefficients are regarded as functions of the electron energy density

Uε or the electron temperature. The electron energy density is calculated by solving the

electron energy balance, which is given by [14]:

dUε
dt

= P−Qelas −Qinelas, (6)

where P is the input power density, Qelas the sink of electron energy density due to elastic

collisions and Qinelas the net energy density sink due to inelastic processes. The sinks of

electron energy density are calculated as:

Qelas =
∑
i,elas

3

2
kB(Te − Tg)

2me

ms

Ri,

Qinelas =
∑
i,inelas

Uth,iRi,

(7a)

(7b)
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with
∑

i,elas and
∑

i,inelas the summation over all elastic and inelastic reactions respec-

tively, Uth,i the threshold energy of the reaction i, Tg the gas temperature and me/ms the

ratio of electron mass over the mass of the colliding species. The electron temperature

can be calculated from Te = 2Uε/(3kBne), with ne the electron density, and kB the Boltz-

mann constant. For non-Maxwellian plasmas this is taken to be a definition of the electron

temperature.

In case a rate coefficient needs to be calculated from a cross section, we use the relation

ki =

∞∫
εth

σi(ε)v(ε)f(ε) dε, (8)

with ε the energy, v(ε) the velocity of the electrons, σ(ε)i the cross section of collision i,

f(ε) the electron energy distribution function (EEDF) and εth the threshold energy for that

specific reaction. For elastic collisions the rate coefficients are calculated following [17]:

ki =

∫∞
0
εσi(ε)v(ε)f(ε)dε∫∞

0
εf(ε)dε

. (9)

The EEDF is a plasma specific parameter. For sufficiently high degrees of ionization the

EEDF can be assumed to be Maxwellian, more generally it has to be calculated with a

Boltzmann solver such as BOLSIG+ [18]. This tool calculates the EEDF for a set of cross

sections, the plasma composition and reduced electric field. The calculated EEDF is then

available in the form of a look-up table (LUT).

Equations 8 and 9 show that the product of the cross section and the EEDF is needed

in the rate coefficient integral. If both the EEDF and cross section are given in the form

of a LUT, the data of at least one LUT needs to be interpolated, assuming the energy data

7



of both LUTs do not match exactly. In such case the cross sectional data is interpolated

to the energy grid of the EEDF LUT. This is done using a linear interpolation, since cross

sections do not obey a specific shape.

Extrapolation of cross section LUT data is not needed at low energy sides of the LUTs.

Data of cross sections is typically well described around the threshold value of the reac-

tion. At the high energy side of a cross section LUT the extrapolation is linear, with the

constraint that the cross section does not go below 0 m2, which would be un-physical.

For the numerical integration many efficient schemes are available. Some of these

schemes put additional constraints on the integrand as well, for example concerning its

smoothness. In this work the general-purpose trapezium method is used, since a wide

variety of integrand shapes can be expected.

To calculate the evolution of the species densities, the differential equations (2) and

(6) are solved. In PLASIMO’s Global Model various solvers are available. In this work

the ODE Pack LSODA (Livermore Solver for Ordinary Differential Equations) [19] and

DVODE (Double Variable-coefficient Ordinary Differential Equation solver) [20] are used.

The absolute and relative tolerances of the solvers are set to 1× 10−8.

ZDPlasKin

As in PLASIMO, equation (2) is solved in ZDPlasKin as well. ZDPlasKin provides the

option to calculate the rate coefficients from cross sections with an in-line version of the

Boltzmann solver BOLSIG. For that calculation the reduced electric field is required. As

a result, the energy balance of equation (6) does not need to be solved in ZDPlasKin.

Instead, a routine is used that calculates the reduced electric field from the plasma
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parameters. Using the Local Field Approximation, the reduced electric field, is calculated

according to [21]:

E

N
=

√
2P
σ

n0

, (10)

with P the input power density, σ the plasma conductivity and n0 the initial electron

density. The plasma conductivity is initially calculated according to [21]:

σ =
e2ne
meνm

ν2m
ν2m + ω2

, (11)

where e is the elementary charge, ne the electron density, me the electron mass, νm the

collision frequency and ω the frequency of the electric field. During the simulation, the

plasma conductivity is calculated as [21]:

σ =
eνdne(
E
N

)
prev

n0

, (12)

with νd the electron drift velocity, which is calculated with the in-line Boltzmann solver

BOLSIG [18], and
(
E
N

)
prev

the reduced field at the previous time step. In ZDPlasKin the

DVODE solver is used with both the absolute and relative tolerances set to 1× 10−8.

Scaling laws

Rate coefficient data is available for various charge exchange reactions but often only

for reactions in which an ionized species reacts with a ground state species. To have an

estimate for the rate coefficient for charge exchange with an electronically excited species,

it is suggested in [5], and later adopted in [6], to scale the rate coefficient from the ground
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state species. The scaling they report is k = k0ε
2
i /ε

2
e, with k0 the rate coefficient of the

reaction which is used for scaling, εi the ionization potential of the excited species and εe

the electronic excitation threshold. However, later the authors of [5] published an erratum

in which they note that this scaling should be [22]:

k = k0
ε2i

(εi − εe)2
. (13)

This scaling is used in this work as well. The definition for εi is the ionization potential of

the species in the ground state, which is different from the definition in [5;6].

Reactions of vibrational energy exchange between molecules is one of the additions

in [6] with respect to [5]. Since there is little rate coefficient data available for energy ex-

change between vibrationally excited molecules a scaling law is needed for these reactions

as well. The SSH (Schwartz, Slawsky, and Herzfeld) theory, which is applicable to trans-

fer of energy between an-harmonic oscillators [23] is used to that end. Here, this theory will

be summarized briefly.

For VT reactions (reactions in which a molecule loses vibrational energy which is

completely transferred to heat), the rate coefficient kn,n−1, with n the vibrational level of

the species, is obtained from scaling of the rate coefficient from the first vibrational level

to the ground level k1,0 according to:

kn,n−1 = k1,0Zn
F (γn)

F (γ1)
, (14)
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with

Zn = n
1− xe

1− nxe
, (15)

F (γn) =
1

2

[
3− exp

(
−1

2
γn

)]
exp

(
−1

2
γn

)
, (16)

where xe is the an-harmonicity of the molecule. The parameter γ is defined as [23]

γn =

(
π2ω2

nµ

2α2kBT

)1/2

, (17)

with ωn = ∆E/~ = (En − En−1)/~ the energy over the reduced Planck constant, µ

represents the reduced mass, α a parameter of the exponential repulsive potential between

colliding species, kB the Boltzmann constant and T the gas temperature. In [2;7] this ex-

pression is rewritten in a form with practical units, as used in [6].

For VV energy transfer reactions (reactions where vibrational energy is transferred

from one species to another) the scaling is slightly different. For a collision in which

a species in the nth vibrational state transfers energy to a species in the mth vibrational

state, the rate coefficient is scaled according to:

km−1,mn,n−1 = k0,11,0ZnZm
F (γn,m)

F (γ11)
, (18)

where γn,m requires the difference in energy for the entire reaction: ∆E = En + Em+1 −

En−1−Em. In [6] the absolute value for the gain of energy is used, which is correct but un-

necessary since these scaling laws are only used for exothermic reactions [2]. Endothermic

reactions are included via detailed balancing of the exothermic reactions.
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Cross sections of electron impact excitation are scaled as well, to obtain a cross sec-

tion for reactions from vibrationally excited states to higher vibrationally excited states.

In literature work can be found on calculations of cross sections of electron-vibrational

processes of CO and CO2
[13;24;25;2]. In this work the scaling is done via the Fridman ap-

proximation [2]. The cross section σnm for vibrational excitation from the nth vibrational

state to the mth vibrational state relates to the cross section for vibrational excitation from

the ground state to the first vibrational state σ01 as:

σnm(ε) = σ01(ε+ ∆ε) exp

(
−α(m− n− 1)

1 + βn

)
, (19)

with α a species dependent parameter, which is given in [2] to be 0.5 and 0.6 for CO2
2 and

CO respectively, ∆ε = ε01− εmn the difference in energy which has to be overcome in the

reaction from vibrational state m to n with respect to the energy barrier which has to be

overcome for excitation from the ground state to the first vibrationally excited state. The

parameter β is presented in [6] to be 0, which is adopted in this work.

3 Detailed chemical model description

This section presents the input data used in the models. From equations (2) and (5) it

is clear that the species properties are required, completed with rate coefficients for each

reaction. It is also shown that scaling laws can be used to obtain input data for reactions

of which no reaction data is available. For these scaling laws the energy difference of the

species is required (see equations (13), (17) and (19)). In this section we present that data.

2In [2] the authors report to use this scaling only for the asymmetric vibrational mode of CO2.
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Firstly, the species that have been taken into account are listed with their corresponding

energy. Secondly, a detailed exposition and review of the chemistry is provided, based on

the chemistry presented in [6].

Species

The species used in this work are listed in table 1, using the notational convention that also

appears in [6]. The first column in table 1 contains all the species in their ground state with

the corresponding energy obtained from [26]. The second column gives the electronically

excited species denoted by the symbol e, followed by a number indicating the different

states. The energies are again obtained from [26]. Some states represent, however, the sum

of various electronically excited states. For these species the energy is obtained via the

cross sectional data. For more details of the electronically excited species we refer to [5].

Species in the electronic ground state but vibrationally excited are given in the third

column. The energy corresponding to the vibrational states are calculated via the anhar-

monic oscillator approximation, as given in various sources [6;27;28]. Vibrationally excited

species are indicated with an additional v. In case of vibrational states of CO2 there are

three modes. The species which represent asymmetric vibrationally excited modes of

the CO2 molecule are indicated by CO2vi with i = 1, ..., 21. The species CO2vα with

α = a, ..., d represent collections of the two non-asymmetric vibrational modes. See [6] for

more details on the vibrational states. Analogously, the vibrational levels of CO and O2

are given by COvi and O2vi with i = 1, ..., 10 for CO and i = 1, 2, 3 for O2, which is in

line with [6].

The fourth and fifth column give the positively and negatively charged ions, respec-
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Table 1: The species which are included in the model. For the electronically and vibra-
tionally excited states the notation is used as in [6], followed by the corresponding energy.
In case the energy is not known, the energy position is marked by -. For vibrationally
excited species the energy is not explicitly given. Electronically excited species (second
column) are indicated with the addition of e. Vibrationally excited species (third column)
are indicted by the added v.

Xs ε(eV)
CO2 −4.08
CO −1.15
O2 0.00
C2O 2.97
C 7.43
C2 8.69
O 2.58
O3 1.48

Xs ε(eV)
CO2e1 2.92
CO2e2 6.42
COe1 5.07
COe2 6.75
COe3 9.95
COe4 11.75
O2e1 1.00
O2e2 1.60

Xs

CO2va..vd
CO2v1..v21
COv1..v10
O2v1
O2v2
O2v3

Xs ε(eV)
CO+

2 9.70
CO+

4 -
CO+ 12.86
C2O

+
2 -

C2O
+
3 -

C2O
+
4 -

C+ 18.69
C+
2 20.09

O+ 16.20
O+

2 12.07
O+

4 -

Xs ε(eV)
CO−2 −3.45
CO−3 −5.1
CO−4 −5.3
O− 1.1
O−2 −0.45
O−3 −0.63
O−4 −0.90
e− -

tively, together with the corresponding energies. For some species no energy data is avail-

able, in the table this is indicated with the symbol −. Since those species are not used in

the scaling laws, the lack of energy data for these species has no impact on this work.

To be able to apply the VV and VT energy exchange scaling laws to this chemistry

(equations (14) and (18)), the species dependent parameter α is needed. To obtain this

parameter we follow the work of [6] and [29]. There α is given as α = 17.5/r0, with

r0 = 3.94 Å, 3.69 Å and 3.47 Å for CO2, CO and O2, respectively.

Reaction reference study

The reactions and corresponding rate coefficients in this work are mostly obtained from [6].

For clarity the reaction identities are unchanged where possible. For the verification of the
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reactions and their reaction data, the references in [6] have been subjected to a reference

study. Reactions in which the data in this work differ from the data which is presented

in [6] are shortly discussed below. In tables A1–A5 the complete chemistry is presented,

with their ID number which is used for referencing in the reference study below.

Electron impact ionization and excitation reactions

Table A1 gives a list of the electron impact reactions, together with the corresponding

reference. The references refer to the cross sections used in this work, and are presented

in the form of a LUT.

• Reaction X6 in [6] describes the dissociative ionization reaction of CO2 to O+
2 . In [6]

this reaction is given with a reference to [30]. From that work we have, however,

not been able to find the cross section for this reaction, nor from other sources.

From [31] we obtained an expression for the rate coefficient for this reaction, which

is: 7.0× 10−19T 1/2
e (1 + 1.3× 10−5Te) exp(−1.5× 105/Te), with the electron tem-

perature in Kelvin. The typical electron temperatures in this work are several eV,

so this reaction has a significant rate coefficient. For that reason this reaction is

included with the rate coefficient instead of a cross section.

• The dissociation of CO in C and O is included in this work with reaction X20a

with a reference to [32]. In [6] this reaction is not reported. This reaction is scaled by

lowering the energy of the LUT with the threshold energy for the reaction in case

vibrationally excited CO species are considered.

• Reaction X25 is the vibrational excitation of CO. In this work this reaction is scaled
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with the Fridman approximation (equation (19)), with α = 0.6. This note is omitted

in [6], although it was included in the model.

• Reaction X28 in [6] describes the elastic electron impact collision with C2. In that

work a reference is given to [33], which discusses cross sectional data for electron

impact collisions with CxHy for y > 0, x > 0, and not for C2. We have not been

able to obtain a cross section for the elastic electron impact reaction with C2 via

that work, nor via other work. Because this reaction is an elastic collision, it has

no direct impact on the species evolution. This reaction plays a role only as a sink

of electron energy and in the calculation of the EEDF. Since the fraction of C2 is

expected to be small, its role will be small as well. For that reason this reaction is

excluded in this work.

• Reactions X39 and X40 describe the electronic excitation of O2 by electrons. The

same cross sections are also used in the case that O2 is in a vibrationally excited

state. This is the same as what is done in [6]. The note in that work which should

report this scaling, as it is added for the species CO2 and CO, is unintentionally

omitted.

Electron attachment and recombination reactions

Table A2 lists the rate coefficients for electron attachment and electron-ion recombination.

Again, the reactions and corresponding rate coefficients are the same as in [6]. Only those

reactions for which we have remarks are listed below.

For reactions in which the third body M is presented, this body represents all possi-
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ble neutral species in the plasma. In case the given rate coefficient is explicitly reported

for some specific species, only the reported species are considered, including their vibra-

tionally excited states.

• Reaction E1 is used in this work as e− + CO+
2 → COv1 + O, which differs from [6]

in the vibrational state of the CO species. In [6] a reference to [34] is given, where the

CO species is considered to be in the vibrational ground state. The authors of [34],

however, do not consider vibrationally excited species at all. In their reference to [35]

vibrationally excited species are considered, and this reaction is given with COv1.

• Reaction E4 is adopted from [6] without verification. The authors refer to [36] for the

rate coefficient, which we could not use for verification, nor the references therein.

• The rate coefficient of reaction E8 is adopted from [6], since we have not been able

to verify this rate coefficient. The impact of this reaction on the chemistry will be

small, since the population of C+
2 and the given rate coefficient are (expected to

be) small. Even if this value would be an over or under estimation, this would not

influence the validity of the model results.

• The three body reaction E9 considers the general third body M. In this work a scal-

ing parameter is used, which changes with M as given in [8]. The rate coefficients

in [8] are given with a reference to [37] for M = CO2 and O2 (which are verified as

well). For M = CO the rate coefficient is presented as an estimated value. When

omitting this scaling parameter, the rate coefficient of this reaction is slightly over-

estimated for M = CO or O2.
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• Reaction E10 has a constant rate coefficient which is independent of any plasma

parameter. In [6] this reaction has the same rate coefficient as used in this work, but

with an additional electron temperature dependence. We have not been able to verify

the additional temperature dependence. Since the given electron temperature is in

units of eV, and the typical electron temperatures are around 1 eV, the impact of the

temperature on the actual rate coefficient will be modest.

From [38] a reference is found to [39], which neither reports an electron temperature

dependence. In [39] the rate coefficient is reported as k ≤5× 10−31 cm6/s. In this

work the upper boundary value for the rate coefficient is used.

• The rate coefficient of reaction E14 is adopted from [40]. From this reference the rate

coefficient is verified for M = O2, N2. In this work this rate coefficient is used for all

M. With 5.51× 10−46 m6/s the rate coefficient of this reaction differs strongly from

1× 10−40 m6/s, which is presented in [6] and has not been verified with the given

reference.

Neutral interactions

Table A3 lists the reactions and rate coefficients for 15 neutral-neutral reactions with their

references, adopted from [6]. With the following items the remarks are presented regarding

the reactions or rate coefficients in Table A3. This list of reactions contains three body

collisions as well. If the third body M is presented, this body represents all possible

neutral species in the plasma. In case the rate coefficient is given for a specific species M,

only that species and its vibrationally and electronically excited states are included.
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• The rate coefficient of reaction N1 is verified based on [41] that is accessible from

the NIST database [42]. The heavy species temperature validity range for this rate

coefficient is with 2620 K to 4470 K far from the heavy species temperature in this

study (300 K). However, due to the lack of data for this reaction at 300 K, the rate

coefficient of [41] is used. Although the rate coefficient of [6] is different from the

rate coefficient used in this work, the rate coefficients are both in the same order of

magnitude if Tg = 300 K is substituted in the expression of the rate coefficients. The

rate coefficient in [6] is, however, not verified.

• The rate coefficient for reaction N3 is adopted from [38], which reports an upper limit

for the rate coefficient of this reaction as k ≤ 1× 10−21 m3/s. In this work this value

is used as rate coefficient, which is equal to what is done in [6].

• In reaction N4 a scaling parameter is included, which accounts for the third body

species M = CO2, CO and O2, as suggested in [8]. In [6] the scaling parameter for the

third body species M is not reported.

• The rate coefficient of reaction N6 is used as a constant value, as it is in [6]. However,

in [31] this rate coefficient is reported as an upper limit of this reaction.

• For reaction N7 the rate coefficient is adopted from [43;26]. This rate coefficient is

reported to be obtained at 300 K and 2× 104 Pa, which is lower than the pressure

considered in this work. In [6] a reference to [8] is given, with a slightly different rate

coefficient. This rate coefficient is reported in [8] as well, but not in the references

therein.

19



• The used reference for reaction N9 is a modification on the rate coefficient presented

in [31]. In that work the exponential behavior of the rate coefficient is reported as

exp(2114/Tg). However, we expect that this is a typographic mistake, and that this

should be exp(−2114/Tg). This is used in [6] as well.

• For reaction N10 the rate coefficient data is obtained from [44], which originates from

experiments. The rate coefficient is 9.51× 10−17 m3/s, which is in the same order

of magnitude as the rate coefficient reported in [6]: 5× 10−17 m3/s.

• The rate coefficient of reaction N12 is obtained from the review paper [45]. This is

different from the rate coefficient in [6], which originates from theory.

• The rate coefficient of reaction N14 is obtained from [46], which is reported to be valid

at 300 K and atmospheric pressure. This is different from [6], where [40] is used as

reference which we could not use to verify the rate coefficient. The rate coefficients

are, however, close to each other. For that reason we expect that this difference in

chemistry does not have a significant impact on the chemistry.

• For reaction N15 the rate coefficient reported in [47] is used. In [6] a reference to [48]

is given, which reports a rate coefficient which depends on M = O or O2. The

reported rate coefficient in [6] is, however, not verified with that work. Substituting

Tg = 300 K in the rate coefficient in [6] and the one of this work we see that the rate

coefficients do not agree exactly, but are in the same order of magnitude.
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Ion-Neutral interactions

Table A4 lists the ion-neutral reactions. With the items below the notes on the reactions

in that table and their rate coefficients are given, which is based on [6]. Unless explicitly

stated, the species M is again applicable to all neutral species. In this list and Table A4

the reactions have the same ID number as the corresponding reactions in [6]. Since a few

reactions are not included in this work, while they are present in [6] this results in the

appearance in missing numbers. This is, however, intended.

• The rate coefficients of reactions I2 and I3 are included in this work as 90 % and

10 % of the total rate coefficient of the collision O+ + CO2, which is k = 9× 10−16 m3/s [49].

In that same work the reaction of I2 is presented with k = 9.4× 10−16 m3/s, which

is approximately the same as the rate coefficient for the combined rate coefficient of

I2 and I3, reported in that work as well. From that we concluded that the fraction

of the rate coefficient which results in O+
2 is likely to be significantly larger than

the fraction which results in O+. This is different from the assumption made in [31],

where the rate coefficients have an equal share over the total rate coefficient: 50-50.

As a consequence the rate coefficient of reaction I2 is close to the reported value

in [6], but the rate coefficient of reaction I3 is one order of magnitude lower in this

work.

• In this work reaction I4 is included with the reaction products CO+ and CO. In [6]

this reaction has two times the reaction product CO+, which is a typographic mis-

take. This reaction was intended to be C+ + CO2→ CO+ + CO.

• The rate coefficient of reaction I6 scales with the third body M, as presented in [8;50;37].
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For M = CO2 or O2 the rate coefficients are reported explicitly. For M = CO the rate

coefficient is, however, presented in [37] as being an estimated value. In [6] the scaling

of the rate coefficient with M is not included.

• For Reaction I7 all M are possible. The rate coefficient is, however, only verified for

M=CO2 or O2 with references [8;37]. For M=CO this rate coefficient is an estimated

value.

• For reactions I10, I16 and I17 the reactions are included for all possible third bodies

M. In [38] this reaction is, however, reported only for M=O2. The choice to apply this

reaction for all M is the same as what is done in [6].

• For reactions I26 and I27 the produced species CO2 is in the vibrationally excited

state CO2[vb], which is obtained from [35]. In [6] this reaction is reported with CO2 in

the vibrational ground state, as it is in [34]. In [34] a reference to [35] is given too, but

since vibrationally excited species are not included in [34], this reaction is reported

with CO2 in the vibrational ground state. The rate coefficients are reported in [34] as

estimated values.

• Reaction I28 is included in this work with COv1 as one of the resulting species,

as suggested in [35]. In [6] this vibrational state is omitted, with the same reason as

for reactions I26 and I27. Moreover, the stoichiometry is not correct for reaction

I28 in [6], which is a typographic mistake. That reaction was intended as a collision

between CO+
2 + O−2 .

• The rate coefficient of reaction I39 is used for all third body species M. In [38] this
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rate coefficient is, however, reported for M=CO2. Using this reaction for all M is in

line with what is done in [6].

• In reactions I43 and I44 CO2vb is produced, which is adopted from [34]. In [6] this

reaction is included with the produced CO2 in the vibrational ground state, with

a reference to [38]. In that work [34] is used as reference, but since vibrationally ex-

cited species of CO2 are not included in [38] the notation of the vibrational state was

omitted.

• The rate coefficients of reaction I53 and I54 include the gas temperature dependence,

which is found in [40]. In that work the third body is reported to be O2, while it is

used in this work for all M. In [6] this is done as well, but in that work the temperature

dependence is omitted. Omitting this temperature dependence while working with

Tg = 300 K does not influence the resulting rate coefficient. For completeness we,

however, report this gas temperature dependence as well.

• The rate coefficient for reaction I56 is verified by references [38;51;40]. In references [51;40],

the M is presented as O2, but in [38] it is generalized to M. For this rate coefficient

the same reference is used as given in [6], with the general species M.

• The rate coefficient of reaction I57 is included as 5.3× 10−16 m3/s. This is different

from 8× 10−16 m3/s, which is reported in [6], although the reference to [38] is used

in [6], like it is in this work. Both rate coefficients are, however, in the same order of

magnitude, so the impact will on the chemistry is expected to be small.

• The rate coefficient of reaction I59 is verified via [52], which is a different reference

than used in [6]. The rate coefficient itself is equal in [6] and this work.
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• The rate coefficient for reaction I62 is verified for M = O2. This reaction is, however,

applied for all M. This is the same as what is done in [6].

• The rate coefficient for reaction I64 is obtained from [51]. However, in [6] a reference

is given to [53], but with that work we could not verify the reported rate coefficient.

Nevertheless, both rate coefficients are equal, so there is no change in the chemistry.

• A general expression for three body ion-ion recombination is used for reaction I72,

which is obtained from [31] and originates from [54]. The rate coefficient for this re-

action in [6] is reported to be obtained from [53], for which we have not been able to

verify the rate coefficient. The reported rate coefficients are, however, close to each

other for Tg = 300 K.

• The rate coefficient of reactions I73 and I74 is gas temperature dependent based on

the reference [51]. In the work of [6], the rate coefficients are presented as constants.

These rate coefficients are only in agreement if we use Tg = 300 K. For complete-

ness we report the gas temperature dependence as well.

• For the rate coefficient of reaction I76 the general expression for three body ion-

ion collisions is used which is obtained from [31]. This is the same as for the rate

coefficient of reaction I72.

• The rate coefficient of reaction I77 is obtained from [31]. In that work this reaction

is explicitly reported as M = O2, which is generalized in this work for all M. If

Tg = 300 K is substituted in the rate coefficient of this reaction the rate coefficient

reported in [6] is obtained for reaction I77 with M = O2.
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In [6] reaction I77 is covered by reaction I78 for M = O2. Reaction I78 in [6] is the

general expression which we use in reaction I77, with both the same rate coefficient

for Tg = 300 K. Reaction I77 appears in [6] unintentionally, and was not included in

the chemistry in [6].

• The rate coefficients of reactions I79 and I80 are gas temperature dependent. This

gas temperature dependence is not reported in [6]. In that work a reference is given

to [53] from which we have not been able to verify the rate coefficients. Nevertheless

the rate coefficients are in the same order of magnitude as the rate coefficients used

in this work for both reactions.

• For reaction I81 a gas temperature dependent rate coefficient is used, which is ob-

tained from [31]. In [6] a constant rate coefficient is used equal to the rate coefficient

reported in [31] for Tg = 300 K.

• The rate coefficient of reaction I82 is obtained from [31]. In that work only the third

body M = O2 is reported explicitly. In this work the rate coefficient is used for all

M.

In [6] this reaction is included with reaction I83 (referring to the reaction ID in [6]),

with the side note that at the right hand side of the reaction the general species M

is omitted. Reaction I82 in that work is covered by reaction I83 for M = O2, and is

included in the list of reactions by accident. This reaction was not included in the

models of [6].

• The rate coefficient of reaction I84 has a gas temperature dependence which is ob-

tained from [51]. This temperature dependence is not reported in [6]. The temperature
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dependence is 300/Tg, and omitting this temperature dependence while working

with Tg = 300 K does not influence the resulting rate coefficient. For completeness

we, however, report this temperature dependence as well.

• Reaction I85 has a rate coefficient which is obtained from a general expression for

ion-ion recombination from [31]. This is different from the rate coefficient used in [6],

which we have not been able to verify, but lies in the same order of magnitude if

Tg = 300 K is assumed.

• The rate coefficient for reaction I86 is obtained from [51], which is a review paper.

In [6] a rate coefficient is used which is obtained from theory, and is one order of

magnitude larger than the rate coefficient which is used in this work.

• With reaction I87 a gas temperature dependence of the rate coefficient is given. This

temperature dependence is not included in [6], while [51] is the same reference as used

in this work. This temperature dependence is 300/Tg. Omitting this temperature

dependence while working with Tg = 300 K does not influence the resulting rate

coefficient. For completeness we, however, report this temperature dependence as

well.

• In reaction I88 a gas temperature dependent rate coefficient is reported, which is ob-

tained from [31]. This is different from the constant rate coefficient which is reported

in [6]. In that work a reference to [53] is given, from which we have not been able to

verify this rate coefficient. For Tg = 300 K the two rate coefficients are, however, in

good agreement.
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• The rate coefficient of reaction I89 is verified for the case that M = CO2 based on the

reference [38]. However, in this study M is generalized, with the same rate coefficient

for all M. This is also done in [6].

• For reaction I90 the temperature dependent rate coefficient is obtained from [40]. This

is different from the rate coefficient reported in [6], which we have not been able to

verify. At Tg = 300 K the two rate coefficients are, however, close together.

• For reaction I91 a temperature dependent rate coefficient is used, which is ob-

tained from [40]. In [6] this same reference is used, but with an other rate coeffi-

cient. The rate coefficient in [6] is verified via [52]. In [40] the reaction is presented

as O+
4 + O2→ O+

2 + O2 + O2 which is generalized in this work with O2 = M as

reacting species.

Vibrational energy transfer

In Table A5 the vibrational energy transfer reactions are listed for the reactions between

the ground state species and the first vibrationally excited states. To obtain the complete

set of reactions, scaling laws (14) and (18) are needed, as in [6].

• In this work only single quantum transitions are taken into account. Transitions

over multiple quantum numbers have rate coefficients which are several orders of

magnitude lower [55], which justifies this choice. This is in line with the work of [6],

and added for clarity.

• For VV and VT transitions between the symmetric mode vibrational levels again

only single quantum transitions are taken into account as in [6].
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Microscopic reversibility

Since the EEDF is non-Maxwellian, reverse reactions of electron impact processes can

be included via microscopic reversibility, which is done in [6]. In this work the reverse

reactions are not included. For reverse reactions between neutral species, detailed balanc-

ing is used in this work. The neutral species energy distribution function is likely to be

Maxwellian, which justifies the use of detailed balancing. For vibrational excited species

the degeneracy is 1, except for CO2vb, CO2vc and CO2vd which have a degeneracy of 3, 3

and 6, respectively. This is the same as what is done in [6], although not explicitly denoted.

Superelastic collisions

For palsmas with high electron temperatures superelastic collisions can be important for

decreasing the inelastic vibrational energy losses. In that way a lot of energy can be

pumped in the vibrationally excited levels of CO2. In this work we consider, however,

a DBD plasma. For thorse plasmas the electron temperature is low. For that reason su-

perelastic collisions are excluded in this work. For microwave discharges superelastic

collisions should be include, since the electron temperatures are significantly higher [24]

4 Illustrative examples

This section contains illustrative examples regarding the verification of the chemistry in

PLASIMO and ZDPlasKin. Firstly, the implementation of the scaling laws of equations

(14) and (18) are verified, by comparing the rate coefficient data with the available data

which is presented in [6], followed by a code-to-code validation study. After presenting the
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numerical set-up which is used in this study, a validation of the included chemistry in the

models is given, based on the results from PLASIMO and ZDPlasKin. Lastly, the results

are presented which are obtained by the completely independent models.

Validation of VV and VT reaction input data

The complexity of the scaling equations (13)–(19) can be challenging. In [6] the rate coef-

ficients are depicted for a set of VV and VT reactions, which we use to verify that the rate

coefficients are implemented correctly. For that reason the scaling laws are implemented

in the form as presented in section 2. The parameter γn is used as presented in equation

(17). For the calculations all parameters are included with the precision as given in [6]. The

energy is obtained from calculations, which happened in double precision, and is included

with the same precision in the calculations. The resulting rate coefficients are presented

in Figure 1, for the rate coefficients of reactions V2a, V2b, V2c, V7a, V7b, and the reac-

tions CO2v1 + CO2vn→ CO2 + CO2vn+1 and CO2vn + CO2vn→ CO2vn−1 + CO2vn+1.

A gas temperature of 300 K is used to obtain these results. In this figure the rate coeffi-

cients as presented in [6] are depicted as well.

The figure shows that the rate coefficients which result from the scaling law for VV

and VT energy exchange reactions in this work are close to the rate coefficients which

are presented in [6], but not equal. The difference becomes larger for the rate coefficient

of reactions if the energy difference in the reaction is larger. To confirm the difference

in results can be explained by the value of the parameter γn, we did a sensitivity analy-

sis. From that analysis it turned out that rounding off the values of the parameters in γn

indeed explain the observed differences in the results. Since γn is used in an exponential
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Figure 1: The rate coefficients resulting from the scaling law for VV and VT
energy exchange reactions. In red the rate coefficients from this work are de-
picted. In black the rate coefficients which are presented in [6] are depicted. With
the curves the reaction is given, with VTA, VTb, VTc, VV’a and VV’b represent-
ing rate coefficients of reaction 2a, 2b, 2c, 7a and 7b, respectively. VV1 represents
the rate coefficient of reaction CO2v1 + CO2vn→ CO2 + CO2vn+1, and VVn represents
CO2vn + CO2vn→ CO2vn−1 + CO2vn+1. The rate coefficients are obtained for a gas
temperature of 300 K.
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function to obtain the rate coefficients, small differences get magnified in the resulting rate

coefficient kn,n−1 or km−1,mn,n−1 , which is seen best if γn is large (thus also for large energy

differences).

From this figure and the corresponding analysis we conclude that the scaling law for

VV and VT energy exchange reactions (equations (13) - (19)) are implemented correctly

in the chemistries in PLASIMO and ZDPlasKin. The differences in the results due to

accuracy of the parameters in the scaling laws show that numerical accuracy of parameters

is important for the verification of results.

Code-to-code validation

The importance of accuracy underlines that code-to-code validation of the models must

be performed, before results of these models can be used for analysis. Such a validation

study is done, which includes the definition of universal constants in the models. The use

of universal constants in models is at first sight rather trivial, but as with the accuracy of

the parameters in the scaling laws this can impact the results significantly. To illustrate,

the impact of variations in the precision of the Boltzmann constant kB is considered. The

Boltzmann constant typically appears in an exponential function f of the form:

f = f(kB) = exp(−εth/(kBTe)) =⇒ kB
f

∂f

∂kB
=

εth
kBTe

. (20)

Here we see how ∂f/f , the relative change in f , changes with a relative change in kB.

This means that for a large εth/(kBTe) a small change in ∂kB/kB has a big impact on the

relative change in f . The impact on the absolute model results will be small (in general),

due to the high threshold energy with respect to the electron temperature. The relevant
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constants used in the model are obtained from the NIST data-base [56], with the accuracy

which is given there.

The ultimate goal is to establish that the input data sets that were developed for PLASIMO

and ZDPlasKin are equivalent by setting up equal models and verifying that the results

agree. Before we undertook that effort we have carried out some basic correctness tests of

the codes themselves. To that end we have developed a two-particle test case for which an

analytical solution exists. Consider species densities ng and ni, with ng the ground species

density and ni = ne the ion density which equals the electron density ne due to quasi

neutrality. These species densities vary due to one reaction, which has a time dependent

reaction rate coefficient k(t):
dng
dt

= −ne ng k(t), (21)

with

k(t) = −k0 cos(ωt), (22)

and k0 the amplitude of the rate coefficient and ω the angular frequency. Solving equation

(21) this results in the evolution of ng, which reads:

ng(t) =
Nn0

(N − n0) exp
(
Nk0
ω

sin(ωt)
)

+ n0

, (23)

where n0 is the initial density of ng and N = ng + ni the sum of the ion and ground state

densities.

In Figure 2 the solution for this equation is shown with a black solid line for N =

1× 1025 m−3, n0 = 9× 1024 m−3, ω = 5000 s−1 and k0 = 1× 10−20 m3/s, together with

the results obtained with PLASIMO (red markers) and ZDPlasKin (blue markers). The
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Figure 2: The evolution of ng as a function of time for a cosine time dependent rate
constant. With the black solid line the result of the analytical expression is given. With
red and blue markers the result of PLASIMO and ZDPlasKin are presented, respectively.
The red and blue solid lines represent the relative difference with the analytical solution
for PLASIMO and ZDPlasKin, respectively.

models have run for four full “cycles” of the rate coefficient. In this same figure the

relative difference between the results from the models and the analytical result is given

as well with the colored solid lines. The red line represents the difference between the

analytical result and the result from PLASIMO and the blue line the difference between

the analytical result and the result of ZDPlasKin. The relative difference of both models

during the first cycle (at 0.6 ms) is in the order of 1× 10−5 for PLASIMO and 1× 10−4

for ZDPlasKin. The relative errors accumulate over time to approximately 3× 10−4 and

4× 10−3 for PLASIMO and ZDPlasKin, respectively, during the fourth cycle. From these

results we conclude that the results obtained by PLASIMO and ZDPlasKin are both in

good agreement with the expected result. This justifies the comparison of results between

PLASIMO and ZDPlasKin later in this work.
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Figure 3: A schematic representation (out of scale) of the set-up as considered in this work.
The grounded electrode is positioned at r1 =11 mm and the powered electrode is wrapped
around a dielectric tube at r2 =13 mm.

Set-up & initial condition

The set-up in this work is the same as in [5] and [6], and presented in Figure 3. The plasma

shape is a cylindrical tube with an inner radius of r1 =11 mm and an outer radius of

r2 =13 mm. The length of the plasma is 90 mm. The outer wall of the reactor is covered

on the outside by an electrode which is powered by an external power source. The inner

wall of the reactor is defined as the grounded electrode. Initially, the electron temperature

is equal to the heavy particle temperature, 300 K. The species densities are in Boltzmann

equilibrium [57]:
nBq
gq

=
nBp
gp

exp

(
− Epq
kBTe

)
, (24)

where gp and gq are the degeneracy of species p and q, nBp and nBq are the densities of the

corresponding species, and Te is the electron temperature. The initial electron density is

obtained from quasi neutrality.
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The input power density is a triangular shaped pulse in time, simulating one micro-

discharge of a dielectric barrier discharge. The pulse starts at 0 ns, and rises linearly to

2× 1011 W/m3 in 15 ns, to fall back to 0 W/m3 at 30 ns. Effectively, this results in a power

density deposition of 3000 W/m3 in one pulse.

Chemistry verification

To validate that both PLASIMO and ZDPlasKin contain the same chemistry, the input

data is cross checked for both models. This comparison started with a small chemistry,

containing two species and one reaction. Then, stepwise the chemistry was expanded

by adding species and reactions, comparing the results between the models at each step

and verifying the correct implementation. This resulted in a chemistry which contains

72 species and 5732 reactions. To be able to verify the chemistry based on the results

of the models, both models were temporarily modified such that they work exactly the

same. Both models solve the equations (2)–(5), with the rate coefficients calculated for

an imposed time dependent electron temperature. The results of the models are discussed

below for the models containing the complete chemistry.

Following Kozak et al. [6], we use the vibrational temperature in the presentation and

analysis of the model results. This is defined as:

Tν1 =
E0 − E1

kB log(n1/n0)
, (25)

where E1 is the energy of the first asymmetric vibrational level of CO2, E0 the energy of

the ground state CO2 species, and n1 and n0 the densities corresponding to CO2v1 and

CO2, respectively. The impact of rounding off is again clearly visible with the calculation
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Figure 4: The evolution of the electron density over time for the results from ZDPlasKin
(in blue) and PLASIMO (in red). The models are driven by an imposed electron temper-
ature. This electron temperature simulates a power pulse, of which the end is indicated
with the vertical dotted line. The difference in results is depicted in gray at the secondary
axis of the figure. Both PLASIMO and ZDPlasKin use the DVODE solver, with a relative
accuracy of 1× 10−8. Since comparison of the results is meaningless for low densities
due to underflow problems, the results are only depicted up to 82.9 ns.

of the fraction (E0−E1)/kB. In [6] this is reported as −3377 K, while our calculation results

in −3382.590 K. The impact on the analysis of the results will clearly be small, but in line

with the verification issues which have been discussed above we present this result here.

In Figure 4 the evolution of the electron density is given as function of time for the

results of PLASIMO (red line) and ZDPlasKin (blue markers). The relative difference

between the two models is given with the gray line, given at the secondary y-axis. The

vibrational temperature is given in Figure 5, with the results from PLASIMO and ZD-

PlasKin in red and blue, respectively. The same figure contains a plot of the difference

between the two models with a gray line, again with the secondary y-axis. The depicted

results of both models are obtained with the DVODE solvers.

The results from both models are in close agreement, as can be seen from Figures 4
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Figure 5: The evolution of the vibrational temperature over time for the results from ZD-
PlasKin (in blue) and PLASIMO (in red). The models are driven by an imposed electron
temperature. This electron temperature simulates a power pulse, of which the end is in-
dicated with the vertical dotted line. The difference in results is depicted in gray at the
secondary axis of the figure. Both models use the DVODE solver, with a relative accuracy
of 1× 10−8.

and 5. The difference in results for the electron density is in the order of 0.1 % during the

power pulse, when the electron density is high. After the power pulse the electron density

decreases strongly, resulting in a rising difference between the results of the two models.

Due to data underflow, comparison of the results after 8.28× 10−8 s is meaningless. For

that reason these results are not included in figure 4 for time exceeding 8.28× 10−8 s (the

beginning of the underflow problems is still visible in the figure, indicated by the strong

change in relative difference). This same order of difference is also observed when using

the LSODA solver in PLASIMO, which indicates that the difference in solvers indeed can

be expected from using different solvers3. The difference in the vibrational temperature

shows a cumulative behavior up to 1× 10−5 s. Around that time the vibrational temper-

ature gets close to the relaxation temperature of 300 K, and the difference between the

3Although PLASIMO and ZDPlasKin both use the DVODE solver, the implementation of the solver is
different in both models. In ZDPlasKin the discriminant is calculated analytically for the solver, while for
PLASIMO this is implicitly done by the solver.
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models starts to decrease again. Based on the relative difference of less than 1 % we con-

clude that the results are in close agreement. The differences are caused by the solvers,

which we verified by changing the solver in PLASIMO. From the results in Figures 4 and

5 we conclude that the validated chemistry is the same in both models. With the strategy

of stepwise including the chemistry we lowered the possibility of introducing unintended

input data.

Results from independent models

Until this point the models are forced to handle the chemistry equally, with an imposed

electron temperature evolution as driving input for the chemistry. Now both PLASIMO

and ZDPlasKin are used to calculate the evolution of the species as presented in section 2.

The input power density is used as presented at the set-up description.

In Figure 6 the vibrational temperature is presented for both models as a function of

time, with a logarithmic time axis. In the same figure the electron temperature is depicted

at the secondary axis. The results obtained with PLASIMO are depicted in red, and the re-

sults from ZDPlasKin in blue, with markers for the vibrational temperature and the dotted

lines for the electron temperature. The end of the power pulse is indicated with the black

dotted vertical line.

From figure 6 we see that the results of PLASIMO and ZDPlasKin are in close agree-

ment. Both models show a rise in vibrational temperature during the power pulse to 530 K.

From the start of the afterglow the population of CO2v1 decreases over time, bringing the

vibrational temperature down to 300 K in a timescale of the order 1× 10−5 s. The results

in electron temperature are also in good agreement. In both trend and magnitude the mod-
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Figure 6: At the primary y-axis the vibrational temperature is given as a function of time,
for the results obtained with PLASIMO (red markers) and ZDPlasKin (blue markers). The
electron temperature is given at the secondary y-axis, again for PLASIMO (red line) and
ZDPlasKin (blue dotted line). The black dotted line indicates the end of the power pulse
in time, and the black arrows point to the appropriate axis for the nearest curves.

39



els obtain the same results. Initially, the electron temperature is at 300 K, and rises early in

the pulse to 4.5 eV. This is strongly dependent on the initial conditions of the ion densities,

from which the electron density is obtained via detailed balancing. In time scales of the

order of 1× 10−8 s electrons are produced. With the rise of the number of electrons the

mean energy decreases, resulting in a lowering electron temperature. The electron tem-

perature is at gas temperature shortly after the end of the power pulse, when most of the

electron energy is already dissipated out of the system.

The vibrational distribution functions of the asymmetric mode vibrational levels of

CO2 are given in Figure 7 as obtained with PLASIMO (red), and ZDPlasKin (blue). In

these results we follow [6], with the results presented at 6 ns, 30 ns, 100 ns and 1000 ns.

The vibrational distribution functions show that the populations of the vibrational lev-

els are also in close agreement for the results of PLASIMO and ZDPlasKin. At 6 ns the

population of the vibrational levels is rising due to electron impact reactions from the CO2

species in the vibrational ground state. At the end of the power pulse the population of the

vibrational levels is a result of both electron impact reactions and the VV and VT reactions

which are given in Table A5.

During the early afterglow (at 100 ns), the electron impact reactions play no role (since

the electron temperature is at gas temperature, which we know from Figure 6). The pop-

ulation of the first and second vibrational level is not significantly influenced. The higher

vibrational levels are significantly decreased, although the decrease is less strong around

the tenth vibrational level. This local increase in density for increasing vibrational level

is interesting for the energy efficient dissociation of the CO2 molecule. At 1000 ns the

depopulation of the vibrational levels is already significant. The vibrational population is
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Figure 7: The vibrational distribution function of the vibrational levels from the asymmet-
ric mode of CO2 at 6 ns, 30 ns, 100 ns and 1000 ns. The results from PLASIMO are given
in red, and the results from ZDPlasKin in blue.
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not yet completely relaxed (the vibrational temperature is not yet at gas temperature, as is

shown in Figure 6), but the local increase in density for increasing vibrational level has

already disappeared.

5 Conclusion

In this work we have presented a verification study on the CO2 chemistry. The global

model of PLASIMO and ZDPlasKin have been subjected to a code-to-code verification

study. The chemistry which is presented in [6] has been subjected to an extensive review.

The reviewed chemistry has been stepwise implemented independently in the two models.

By comparison of results the correctness of the implementation of the input data sets has

been established. Both models are driven by an imposed electron temperature profile, from

which the rate coefficients are calculated in the models. Relative differences in the order of

0.1 % between the models are observed, which are caused by the solvers that are used by

both models. Although underflow of the data limited the time scale for which the results

in the electron temperature have been compared, the results show that the chemistry is

equally included in both models.

The models of PLASIMO and ZDPlasKin are then used to solve the CO2 chemistry

set completely independently. From a DBD power pulse filament the models are used

to calculate the rate coefficients, via the reduced field approximation in the case of ZD-

PlasKin and the near Maxwellian approximation for PLASIMO. The resulting electron

temperature, vibrational temperature, and the vibrational distribution functions of CO2 are

presented. The results from both models are shown to be in close agreement with each
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other. The differences between the models are within the differences which can be ex-

pected from the models. From this we see that the difference in approximations of the

models has no impact on the resulting evolution of the species.

Implementing a chemistry set from well documented articles such as [6;5] is hard. As

shown in this article, small implementation differences such as accuracy can influence

models. This can make verification of the implemented chemistry even subjective. For

that reason the input data-set is distributed in the form of a PLASIMO input file along

with this paper. This input file can be used directly to obtain the results presented in this

work, or to study more general problems. If using this data set, we kindly request users to

refer not only to this work but also to the work of Aerts et al. ( [5]) and Kozak et al. ( [6]).
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Table A1: The electron impact ionization and excitation reactions in this model, with the
corresponding ID and reference from which the data originates. For the reaction ID is
unchanged with respect to [6]. For an added reaction the ID ends with an additional a.
Most, but not all, of the reactions are described by a cross section. For reactions which are
followed by a star we refer to 3 for a discussion on that reaction or its rate coefficient.

No. Reaction Ref.
X1 e− + CO2→ e− + CO2

[30] a

X2 e− + CO2→ e− + e− + CO+
2

[30] a

X3 e− + CO2→ e− + e− + CO+ + O [58] b

X4 e− + CO2→ e− + e− + C+ + O2
[58] b

X5 e− + CO2→ e− + e− + O+ + CO [58] b

X6 * e− + CO2→ e− + e− + O+
2 + C [31] d

X7 e− + CO2→ O− + CO [30] b

X8 e− + CO2→ e− + CO + O [58] b

X9 e− + CO2→ e− + CO2[e1]
[30] a

X10 e− + CO2→ e− + CO2[e2]
[30] a

X11 e− + CO2→ e− + CO2[va]
[30]

X12 e− + CO2→ e− + CO2[vb]
[30]

X13 e− + CO2→ e− + CO2[vc]
[30]

X14 e− + CO2→ e− + CO2[vd]
[30]

X15 e− + CO2→ e− + CO2[v1]
[30] c

X16 e− + CO→ e− + CO [32] a

X17 e− + CO→ e− + e− + CO+ [59] a

X18 e− + CO→ e− + e− + C+ + O [59] b

X19 e− + CO→ e− + e− + O+ + C [59] b

X20 e− + CO→ O− + C [32] b

X20a * e− + CO→ e− + C + O [60] b

X21 e− + CO→ e− + CO[e1]
[32] a

X22 e− + CO→ e− + CO[e2]
[32] a

X23 e− + CO→ e− + CO[e3]
[32] a

No. Reaction Ref.
X24 e− + CO→ e− + CO[e4]

[32] a

X25 * e− + CO→ e− + CO[v1]
[32] c

X26 e− + C→ e− + C [30]

X27 e− + C→ e− +e + C+ [30]

X29 e− + C2→ e− + e− + C + C [33]

X30 e− + C2→ e− + e− + C+
2

[33]

X31 e− + O2→ e− + O2
[61] a

X32 e− + O2→ e− + O + O [58] b

X33 e− + O2→ e− + e− + O+
2

[61] a

X34 e− + O2→ e− + e− + O + O+ [62] b

X35 e− + O2→ O− + O [61] b

X36 e− + O2→ e− + O2[v1]
[61]

X37 e− + O2→ e− + O2[v2]
[61]

X38 e− + O2→ e− + O2[v3]
[61]

X39 * e− + O2→ e− + O2[e1]
[61] a

X40 * e− + O2→ e− + O2[e2]
[61] a

X41 e− + O3→ e− + O3
[30]

X42 e− + O3→ e− + O2 + O [6]

X43 e− + O3→ e− + e− + O+
2 + O [6]

X44 e− + O3→ e− + O+ + O− + O [6]

X45 e− + O3→ O− + O2
[30]

X46 e− + O3→ O−2 + O [30]

X47 e− + O→ e− + O [30]

X48 e− + O→ e− + e− + O+ [30]

a The same cross section is used for the vibrationally excited species.
b The cross section is modified according to equation (4) of [6] for vibrationally excited species. For elec-
tronically excited species the energy data from the LUT is shifted with the difference in energy between the
species in the ground state and the electronically excited state. Concequently the threshold energy of the
process equals the threshold energy in the (modified) LUT.
c The cross section is modified according to equation (4) of [6] for vibrationally excited species.
d For this reaction a rate coefficient is used, which reads:
7.0× 10−19Te(1 + 1.3× 10−5Te) exp(−1.5× 105/Te).
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Table A2: Electron attachment and electron-ion recombination reactions. The reported
rate coefficients have the units m3/s or m6/s, with the gas temperature Tg in K and the
electron temperature Te in eV . For reactions which are followed by a star we refer to 3 for
a discussion on that reaction or its rate coefficient.

No. Reaction Rate coefficient Ref
E1 * e− + CO+

2 → CO[v1] + O 2.00 · 10−11 T−0.5e T−1g
[34;35]

E2 e− + CO+
2 → C + O2 3.94 · 10−13 T−0.4e

[31]

E3 e− + CO+
4 → CO2 + O2 1.61 · 10−13 T−0.5e

[31]

E4 * e− + CO+→ C + O 3.68 · 10−14 T−0.55e
[6]

E5 e− + C2O
+
2 → CO + CO 4.0 · 10−13 T−0.34e

[38]

E6 e− + C2O
+
3 → CO2 + CO 5.4 · 10−14 T−0.7e

[38]

E7 e− + C2O
+
4 → CO2 + CO2 2.0 · 10−11 T−0.5e T−1g

[38]

E8 * e− + C2+→ C + C 1.79 · 10−14 T−0.5e
[6]

E9 * e− + O2 + M→ O−2 + M 3.0 · 10−42 · A a [8;35]

E10 * e− + O3 + M→ O−3 + M 5.0 · 10−43 [39]

E11 e− + O + M→ O− + M 1.0 · 10−43 [8]

E12 e− + O+
2 + M→ O2 + M 1.0 · 10−38 [37]

E13 e− + O+
2 → O + O 6.0 · 10−13 T−0.5e T−0.5g

[34;35]

E14 * e− + O+ + M→ O + M 2.49 · 10−41 T−1.5e
[38]

E15 e− + O+
4 → O2 + O2 2.25 · 10−13 T−0.5e

[40]

a A = 1, 2/3 and 2/3 for M = CO2, CO and O2 respectively.
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Table A3: The neutral-neutral interactions with the rate coefficients as they are included
in the model, in units of m3/s and m6/s. The coefficient α originates from [9], where the
values are presented as estimates. For reactions which are followed by a star we refer to 3
for a discussion on that reaction or rate coefficient.
No. Reaction rate α Ref
N1 * CO2 + M→ CO + O + M 1.81 · 10−16 exp(−49000/Tg) 0.8 [41;42]

N2 CO2 + O→ CO + O2 2.8 · 10−17 exp(−26500/Tg) 0.5 [31;42;47]

N3 * CO2 + C→ CO + CO ≤ 1.0 · 10−21 [38]

N4 * O + CO + M→ CO2 + M 8.2 · 10−46 exp(−1510/Tg) · A a 0.0 [8;42]

N5 O2 + CO→ CO2 + O 4.2 · 10−18 exp(−24000/Tg) 0.5 [31;42]

N6 * O3 + CO→ CO2 + O2 ≤ 4.0 · 10−31 [31;42]

N7 * C + CO + M→ C2O + M 6.31 · 10−44 [43;42]

N8 O2 + C→ CO + O 3.0 · 10−17 [8;42]

N9 * O + C + M→ CO + M 2.14 · 10−41(Tg/300)−3.08 exp(−2114/Tg)
[31]

N10 * O + C2O→ CO + CO 9.51 · 10−17 [45]

N11 O2 + C2O→ CO2 + CO 3.3 · 10−19 [8]

N12 * O + O3→ O2 + O2 8.0 · 10−18 exp(−2056/Tg)
[42;45]

N13 O3 + M→ O2 + O + M 4.12 · 10−16 exp(−11430/Tg)
[31]

N14 * O + O2 + M→ O3 + M 5.51 · 10−46(Tg/298)−2.6 [46]

N15 * O + O + M→ O2 + M 5.2 · 10−47 exp(900/Tg)
[47]

a A = 2, 1, 1 for M = CO2, O2 and CO, respectively.
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Table A4: The list of ion-neutral and ion-ion reactions and rate coefficients, with Tg the
gas temperature in K and Te the electron temperature in eV. The rate coefficients are in
units of m3/s and m6/s. The ID corresponding to the reactions is kept the same as in [6].
For reactions which are followed by a star we refer to 3 for a discussion on that reaction
or rate coefficient.

No. Reaction Rate coefficient Ref
I1 O+

2 + CO2 + M→ CO+
4 + M 2.3 · 10−41 [31]

I2 * O+ + CO2→ O+
2 + CO 8.1 · 10−16 [31;49]

I3 * O+ + CO2→ CO+
2 + O 9.0 · 10−17 [31;49]

I4 * C+ + CO2→ CO+ + CO 1.1 · 10−15 [31;49]

I5 CO+ + CO2→ CO+
2 + CO 1.0 · 10−15 [31;49;8;37]

I6 * O− + CO2 + M→ CO−3 + M a 9.0 · 10−41 [8]

I7 * O−2 + CO2 + M→ CO−4 + M 1.0 · 10−41 [8]

I8 O−3 + CO2→ CO−3 + O2 5.5 · 10−16 [8;37]

I9 O−4 + CO2→ CO−4 + O2 4.8 · 10−16 [38]

I10 * CO+
2 + CO2 + M→ C2O

+
4 + M 3.0 · 10−40 [38]

I11 O+ + CO→ CO+ + O 4.9 · 10−18(Tg/300)0.5 exp(−4580/Tg) [49]

I12 O− + CO→ CO2 + e− 5.5 · 10−16 [31;49]

I13 CO−3 + CO→ CO2 +CO2 + e− 5.0 · 10−19 [34]

I14 C2O
+
3 + CO→ CO2 +C2O

+
2 1.1 · 10−15 [38]

I15 C2O
+
4 + CO→ CO2 +C2O

+
3 9.0 · 10−16 [38]

I16 * C2O
+
3 + CO + M→ CO2 +C2O

+
2 + M 2.6 · 10−38 [38]

I17 * C2O
+
4 + CO + M→ CO2 +C2O

+
3 + M 4.2 · 10−38 [38]

I18 C+ + CO→ C +CO+ 5.0 · 10−19 [31]

I19 CO+ + C→ CO +C+ 1.1 · 10−16 [63]

I20 O+
2 + C→ CO+ +O 5.2 · 10−17 [63]

I21 O+
2 + C→ C+ + O2 5.2 · 10−17 [63]

I22 C+
2 + C→ C2 + C+ 1.1 · 10−16 [63]

I23 CO+
2 + O→ O+

2 +CO 1.64 · 10−16 [63]

I24 CO+
2 + O→ O+ +CO2 9.62 · 10−17 [63]

I25 CO+
2 + O2→ O+

2 + CO2 5.3 · 10−17 [63]

I26 * CO−3 + CO+
2 → CO2[vb] + CO2[vb] + O 5.0 · 10−13 [35]

I27 * CO−4 + CO+
2 → CO2[vb] + CO2[vb] + O2 5.0 · 10−13 [35]

I28 * CO+
2 + O−2 → CO[v1] +O2 + O 6.0 · 10−13 [35]

I29 CO+ + O→ CO +O+ 1.4 · 10−16 [63]

I30 CO+ + O2→ CO +O+
2 1.2 · 10−16 [63]

I31 C2O
+
2 + O2→ CO + CO + O+

2 5.0 · 10−18 [38]

I32 C2O
+
2 + M→ CO+ + CO + M 1.0 · 10−18 [38]

I33 C2O
+
2 + CO−3 → CO2 +CO +CO + O 5.0 · 10−13 [38]

a Multiplied by 1,3.3,3.3 for M=CO2, CO, O2 respectively.
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Table A4: Continued.
No. Reaction Rate coefficient Ref
I34 C2O

+
2 + CO−4 → CO2 +CO +CO + O2 5.0 · 10−13 [38]

I35 C2O
+
2 + O−2 → CO +CO + O2 6.0 · 10−13 [38]

I36 C2O
+
3 + CO+

3 → CO2 + CO2 + CO + O 5.0 · 10−13 [38]

I37 C2O
+
3 + CO−4 → CO2 + CO2 + CO + O2 5.0 · 10−13 [38]

I38 C2O
+
3 + O−2 → CO2 +CO + O2 6.0 · 10−13 [38]

I39 * C2O
+
4 + M→ CO+

2 +CO2 + M 1.0 · 10−20 [38]

I40 C2O
+
4 + CO−3 → CO2 +CO2 +CO2 +O 5.0 · 10−13 [38]

I41 C2O
+
4 + CO−4 → CO2 + CO2 + CO2 + O2 5.0 · 10−13 [38]

I42 C2O
+
4 + O−2 → CO2 + CO2 + O2 6.0 · 10−13 [38]

I43 * O+
2 + CO−3 → CO2[vb] +O2 +O 3.0 · 10−13 [34]

I44 * O+
2 + CO−4 → CO2[vb] + O2 + O2 3.0 · 10−13 [34]

I45 CO−3 + O→ CO2 + O−2 8.0 · 10−17 [34]

I46 CO−4 + O→ CO−3 + O2 1.1 · 10−16 [31]

I47 CO−4 + O→ CO2 + O2 + O− 1.4 · 10−17 [31]

I48 CO−4 + O→ CO2 +O−3 1.4 · 10−17 [31]

I49 CO−4 + O3→ CO2 + O−3 + O2 1.3 · 10−16 [38]

I50 C+ + O2→ CO + O+ 4.54 · 10−16 [63]

I51 C+ + O2→ CO+ + O 3.8 · 10−16 [31]

I52 O+ + O2→ O+
2 + O 1.9 · 10−17(300/Tg)0.5 [31]

I53 * O+
2 + O2 + M→ O+

4 +M 2.4 · 10−42(300/Tg)3.2 [40]

I54 * O−2 + O2 + M→ O−4 + M 3.5 · 10−43(300/Tg) [40]

I55 O− + O2→ O3 + e− 1.0 · 10−18 [38]

I56 * O− + O2 + M→ O−3 + M 1.1 · 10−42(300/Tg) [38;51;40]

I57 * O− + O3→ O + O−3 5.3 · 10−16 [38]

I58 O− + O3→ O2 + O2 + e− 3.0 · 10−16 [52]

I59 * O−2 + O3→ O2 + O−3 4.0 · 10−16 [52]

I60 O−3 + O3→ O2 + O2 + O2 + e− 3.0 · 10−16 [38]

I61 O+ + O3→ O+
2 + O2 1.0 · 10−16 [40]

I62 * O+ + O + M→ O+
2 + M 1.0 · 10−41 [64]

I63 * O− + O→ O2 +e− 2.3 · 10−16 [51]

I64 O−2 + O→ O2 + O− 3.31 · 10−16 [51;40]

I65 O−2 + O→ O3 + e− 1.5 · 10−16 [51]

I66 O−3 + O→ O3 + O− 1.0 · 10−19 [52]

I67 O−3 + O→ O2 + O2 + e− 1.0 · 10−19 [38]

I68 O−3 + O→ O−2 + O2 2.5 · 10−16 [38;39]

I69 O−4 + O→ O−3 + O2 4.0 · 10−16 [40]

I70 O−4 + O→ O− + O2 + O2 3.0 · 10−16 [40]

I71 O+
4 + O→ O+

2 + O3 3.0 · 10−16 [40]

I72 * O−2 + O+ + M→ O3 + M 1.0 · 10−37(300/Tg)2.5 [31]
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Table A4: Continued.
No. Reaction Rate coefficient Ref
I73 * O−2 + O+→ O2 +O 2.7 · 10−13(300/Tg)0.5 [51]

I74 * O−2 + O+
2 → O2 + O2 2.01 · 10−13(300/Tg)0.5 [51]

I75 O−2 + O+
2 → O2 + O + O 4.2 · 10−13 [34]

I76 * O−2 + O+
2 + M→ O2 + O2 + M 1.0 · 10−37(300/Tg)2.5 [31]

I77 * O−2 + M→ O2 + M + e− 2.7 · 10−16(300/Tg)−0.5 exp(−5590/Tg) [31]

I79 * O−3 + O+
2 → O3 + O2 2.0 · 10−13(300/Tg)0.5 [51]

I80 * O−3 + O+
2 → O3 + O + O 1.0 · 10−13(300/Tg)0.5 [51]

I81 * O−3 + O+→ O3 + O 1.0 · 10−13(300/Tg)0.5 [31]

I82 * O−3 + M→ O3 + M + e− 2.3 · 10−17 [31]

I84 * O− + O+→ O + O 4.0 · 10−14(300/Tg)0.43 [51]

I85 * O− + O+ + M→ O2 +M 1.0 · 10−37(300/Tg)2.5 [51]

I86 * O− + O+
2 → O2 + O 2.6 · 10−14(300/Tg)0.44 [51]

I87 * O− + O+
2 → O + O + O 4.2 · 10−13(300/Tg)0.44 [51]

I88 * O− + O+
2 + M→ O3 + M 1.0 · 10−37(300/Tg)2.5 [31]

I89 * O− + M→ O + M + e− 4.0 · 10−18 [38]

I90 * O−4 + M→ O−2 + O2 + M 1.0 · 10−16 exp(−1044/Tg) [40]

I91 * O+
4 + M→ O+

2 + O2 + M 3.3 · 10−12(300/Tg)4 exp(−5030/Tg) [40]
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Table A5: The VV and VT reactions of CO2, CO and O2, with the corresponding rate
coefficient, obtained from [6]. The anharmonicity parameter xe is required when applying
the VV and VT rate coefficient scaling laws (equations (14) and (18)).

No. Rate coefficient (m3/s) xe(·10−3) Ref Note
V1 CO2va + M→ CO2 + M 0.0 [55] a

7.14× 10−14 exp(−177T−1/3g + 451T
−2/3
g )

V2a CO2v1 + M→ CO2va + M 3.7 [55] b
4.25× 10−7 exp(−407T−1/3g + 824T

−2/3
g )

V2b CO2v1 + M→ CO2vb + M 1.0 [55] b
8.57× 10−7 exp(−404T−1/3g + 1096T

−2/3
g )

V2c CO2v1 + M→ CO2vc + M −15.6 [55] b
1.43× 10−11 exp(−252T−1/3g + 685T

−2/3
g )

V3 COv1 + M→ CO + M 6.13 [7] c
1.0× 10−18 Tg exp(−150.7T−1/3g )

V4 COv1 + O2→ CO + O2 6.13 [55]

3.19× 10−12 exp(−289T−1/3g )
V5 O2v1 + M→ O2 + M 0.0 [55] d

1.30× 10−14 exp(−158T−1/3g )
V6 O2v1 + O2→ O2 + O2 0.0 [7]

1.35× 10−18 Tg exp(−137.9T−1/3g )[1− exp(−2273/Tg)]−1
V7a CO2v1 + CO2→ CO2vb + CO2va 2.8 [55]

1.06× 10−11 exp(−242T−1/3g + 633T
−2/3
g )

V7b CO2v1 + CO2→ CO2va + CO2vb 17.6 [55]

1.06× 10−11 exp(−242T−1/3g + 633T
−2/3
g )

V8 CO2v1 + CO2→ CO2 + CO2v1 5.25 [65]

1.32× 10−16(Tg/300)0.5 250/Tg
V9 COv1 + CO→ CO + COv1 6.13 [7]

3.4× 10−16(Tg/300)0.5 (1.64× 10−6 Tg + 1.61/Tg)
V10 CO2v1 + CO→ CO2 + CO2v1 5.25; 6.13 [55]

4.8× 10−18 exp(−153T−2/3g )

a The rate coefficient is multiplied with 1.0, 0.7 and 0.7 for CO2, CO and O2, respectively.
b The rate coefficient is multiplied with 1.0, 0.3 and 0.4 for CO2, CO and O2, respectively.
c The same rate coefficient for M = CO2 and CO.
d The rate coefficient is multiplied with 0.3 and 1.0 for M = CO2 and CO, respectively.
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