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CO2 splitting in a dielectric barrier discharge plasma:  
A combined experimental and computational study 
Robby Aerts[a*], Wesley Somers[a] and Annemie Bogaerts[b*] 

 

Abstract: Plasma technology is gaining increasing interest for the 

splitting of CO2 into CO and O2. We have performed experiments to 

study this process in a dielectric barrier discharge (DBD) plasma in a 

wide range parameters. The frequency and dielectric material did not 

affect the CO2 conversion and energy efficiency, but the discharge 

gap can have a considerable effect. The specific energy input, has 

the most important effect on the CO2 conversion and energy 

efficiency. We have also presented a plasma chemistry model for 

CO2 splitting, which shows reasonable agreement with the 

experimental conversion and energy efficiency. This model is used 

to elucidate the critical reactions that are mostly responsible for the 

CO2 conversion. Finally, we have benchmarked our results with 

other CO2 splitting techniques, and we identified the limitations as 

well as the benefits and future possibilities in terms of modifications 

of DBD plasmas for greenhouse gas conversion in general. 

Introduction 

In recent years, there is a growing interest in the conversion 
of CO2 into value-added chemicals or new fuels by means of 
plasma technology[1–36]. This includes both pure CO2 splitting 
into CO2 and O2

[1–16], as well as the reaction with CH4 (i.e., so-
called dry reforming)[18–32], H2

[33] or H2O
[35,36], yielding syngas and 

other useful products, such as methanol, formaldehyde and 
formic acid. Different types of plasmas have been applied for 
this purpose, but most research is carried out with dielectric 
barrier discharges (DBD) [1–6,10,18–25,27–30], microwave 
plasmas[12,15,31] and gliding arc discharges In this paper, we 
focus on a DBD, as it has a very simple design, which is 
beneficial for up-scaling, when moving to real applications. This 
was demonstrated already many years ago for the large scale 
production of ozone[7,34]. Moreover, it operates at atmospheric 
pressure, which is again most suitable for practical applications. 
Finally, it can easily be combined with a packing (of simple 
dielectric beads and/or catalytic material)[2,21–25], which opens 
perspectives for the selective production of targeted compounds. 

However, before the technology is ready for practical 
applications, a more systematic investigation of the optimum 
operating conditions is still needed. In spite of the many papers, 
as mentioned above, such a systematic investigation for a DBD, 

focusing on conversion and energy efficiency in a wide range of 
conditions, has not yet been carried out before. In the present 
paper, this will be performed for the case of pure CO2 splitting 
into CO and O2. 

Some scattered results on CO2 splitting have been reported 
already for specific operating conditions[1–3]. Paulussen et al.[1] 
investigated the effect of flow rate, applied power, frequency and 
temperature and reported a maximum conversion of 30% at a  

flow rate of 0.05 l/min, a power density of 15 W/cm³ and a 
frequency of 60 kHz. Yu et al.[2] found that adding a dielectric 
packing results in a rise of the conversion with 8% up to 22.5%, 
at a plasma power of 35.3 W and a flow rate of 40ml/min. 
Tagawa et al.[3] proposed a hybrid reactor, i.e., a DBD plasma 
on the surface of a solid oxide electrolyser cell (SOEC) but they 
didn’t studied the DBD without the SOEC in detail. 

Some results are also reported for a mixture of CO2 with an 
inert gas, e.g. Ar and N2

[4–6,37–40]. Wang et al.[37] investigated the 
effect of electrode material and concluded that a Cu electrode 
has the largest reactivity towards CO2 decomposition. New 
ceramic dielectric barriers were developed by Li et al[4,5,39,40] and 
Wang et al.[6], and gave rise to an increase of the conversion.  
Zheng et al.[38] studied the effect of voltage and CO2 
concentration, and found that a high voltage and a low CO2 
concentration gave rise to a lower energy efficiency. 

Therefore, we strongly believe that a more systematic study 
is required to improve the performance and also to put a 
benchmark for other (plasma) technologies. The process we 
envisage is the following:  

 
CO2   CO + ½ O2  
HR = 279.8 kJ/mol = 2.9 eV/molec (at 300 K) 

 
This reaction is highly endothermic, so the energy efficiency 

of the process is a critical issue. However, plasmas can be 
beneficial for this purpose, compared to other (classical) 
technologies, because it is well known that the vibrational levels 
of CO2 can be efficiently populated in a plasma, and this forms 
an attractive, energy-efficient route for the dissociation of CO2, 
as explained in detail by Fridman[7]. Moreover, plasma 
technology could also be very powerful for energy storage, 
which is a topic of great importance, due to the rising 
contributions of solar and wind energy in the electricity 
production portfolio. Indeed, these renewable energy sources 
give rise to peaks in the electricity production, and therefore 
better storage capacities are urgently needed. Plasma 
technology is a very powerful candidate for this purpose, 
because of its high flexibility and its capability to be easily 
switched on and off[41]. 

In this paper, we have carried out experiments, varying the 
applied frequency, power, gas flow rate, dielectric material and 
discharge gap, focusing on the CO2 conversion and energy 
efficiency. Moreover, we have also performed computer 
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simulations, in order to elucidate the underlying mechanisms of 
the CO2 splitting process. Finally, we will benchmark our results 
with other CO2 splitting techniques, and we will identify the 
limitations and future possibilities for CO2 splitting by DBD 
plasmas. 

Results and Discussion 

1. Experimental parameter screening 

In this section we will discuss the experimental results for the 
influence of various operating parameters, i.e., frequency, kind 
of dielectric, discharge gap, electrical power and gas flow rate, 
on the CO2 conversion and energy efficiency of the process. 
Note that we have also investigated the effect of these 
parameters on the selectivities of the formed products, i.e., CO 
and O2, but no influence was observed. The CO and O2 
selectivities were always around 50%, for all conditions 
investigated. This is like expected, as the underlying chemistry 
of CO2 splitting is very simple, i.e., it is determined by the 
reaction: CO2  CO + ½ O2. Some traces of O3 can be formed 
(see reaction scheme and calculated number densities in 
section 2 below), but this could not be detected in our GC 
analysis. 
 
1.1. Effect of the frequency 

The frequency (varied in the range between 6 and 75 kHz at 
a constant flow rate and plasma power) was found to have a 
negligible influence on the conversion and energy efficiency. 
However, the plasma appears more filamentary at high 
frequency (75 kHz) compared to low frequency (6 kHz), as is 
illustrated in Figure 1. In this study, we therefore apply a fixed 
frequency of 23.5 kHz, which is the energetically optimal 
resonance frequency of the power generator used. 

Figure 1: Pictures of the DBD plasma at a frequency of 6 kHz (A) and 75 kHz 

(B), illustrating the difference in filamentary character. 

 

1.2. Effect of the dielectrics 
We performed several experiments, for different discharge 

gaps and a wide range of operating conditions, comparing 
quartz and alumina (99.7% Al2O3, Ceratec) as dielectrics, but we 
observed no significant differences on the performance of the 
CO2 splitting. Figure 2 presents the conversion and energy 
efficiency for both dielectrics, as a function of specific energy 
input (SEI), for a discharge gap of 1.8mm (see also the 
experimental section below). The SEI is defined here by 
changing the gas flow rate between 10 and 500 ml/min, while 
keeping the applied power constant at 80W. This results in a 
plasma power of 35W ± 3W for quartz and 39W ± 1W for 
alumina. The conversion increases with SEI , as expected, and 
reaches values up to 35% at the highest values of SEI 
investigated (around 225 J/cm3, which corresponds in this case, 
i.e., for a power of 39W ± 1W, to a gas flow rate of 10 ml/min, or 
a quite long gas residence time of 44s). The energy efficiency, 
on the other hand, drops upon higher SEI, which is also like 
expected (see the formulas in the experimetal section below). 
When reaching a conversion of 35%, the energy efficiency is 
only 2%. A higher energy efficiency of 8% could be reached at 
an SEI of 25 J/cm3, but this corresponds to a very low 
conversion of only a few %. Hence, there is a clear trade-off 
between conversion and energy efficiency. Depending on the 
targeted application and the boundary conditions (e.g., use of 
sustainable electricity), the one or the other can thus be 
optimized or a compromise between both can be sought.  

Although virtually no difference was observed between 
quartz and alumina dielectrics on the conversion and energy 
efficiency (except for some minor differences in the lower region 
of the SEI , i.e., below 100 J/cm³), the use of alumina instead of 
quartz has some advantages in terms of fabrication, and it is 
more resistant against arc formation and high temperature 
(melting point of 2054 °C vs. 1470 °C for quartz)[42]. It is worth to 
mention that in literature some more sophisticated dielectrics, 
like Ca0.8Sr0.2TiO3

[6] and Ca0.7Sr0.3TiO3 with 0.5 wt.% Li2Si2O5
[4,39], 

were reported to enhance the CO2 conversion and/or energy 
efficiency, because they increase the density of the filaments in 
the plasma. A more thorough discussion about this effect will be 
made in section 4.  
  



 
Figure 2: Effect of the dielectric on the conversion (black curves, left axis) and 

energy efficiency (red curves, right axis), as a function of the SEI. The 

calculation of the error bars is based on the uncertainties of the power, the 

flow rate and the GC measurements. The error bars of the conversion in the y-

direction are smaller than 1% and therefore not visible. 

 
1.3. Effect of the discharge gap 

The influence of the discharge gap on the conversion and 
energy efficiency is presented as a function of the SEI in Figure 
3. We use here a quartz dielectric, because it is transparent and 
thus allows visible observation. The SEI is again varied by 
adjusting the gas flow rate in the range between 10 and 500 
ml/min, at a constant plasma power of 35W ± 3W.  

 
Figure 3: Effect of the discharge gap on the conversion (Figure A) and energy 

efficiency (Figure B), as a function of the SEI . The calculation of the error bars 

is based on the uncertainties of the power, the flow rate and the GC 

measurements. The error-bars of the conversion in the y-direction are smaller 

than 1% and therefore not visible. 

  
The gaps of 1.8 mm and 2.3 mm yield roughly the same 

conversion and energy efficiency, but the gap of 3.3 mm results 
in a clear drop in conversion and hence also in the energy 
efficiency. A larger gap of 4.5 mm was also tested but the 
discharge was only ignited at the sharp edges of the foil 
electrode and thus no stable volume discharge was established.  

Note that for a fixed SEI (and hence gas flow rate and 
power) the residence time will be longer, and the power density 
will be lower, for the larger discharge gaps, due to the larger 
volume (i.e., the reactor volume is 7.4 cm3, 9.2 cm3, and 12.3 
cm3, for the gaps of 1.8, 2.3 and 3.3 mm). Indeed, for instance at 
a SEI of 100 J/cm3, the residence times will be 22.1, 27.4 and 
36.8, while the power densities will be 4.7, 3.7 and 3.2, in the 
gaps of 1.8 mm, 2.3 mm and 3.3 mm, respectively. It appears 
that this longer residence time and lower power density 
compensate each other for the gaps of 1.8 and 2.3 mm, but for 
the 3.3 mm gap, the lower power density seems dominant. 

Therefore, we make a more detailed analysis of the effect of 
the discharge gap by looking at the Lissajous plots, presented in 
Figure 4. Note that the total surface area is the same, as the 
latter is determined by the plasma power (±35W), but 
nevertheless, there are distinct differences in the three Lissajous 
plots. Indeed, as the gap increases, a larger applied voltage is 
necessary to maintain the discharge (i.e., 13, 14 and 15 kVpp for 
the gaps of 1.8, 2.3 and 3.3 mm, respectively). Moreover, as the 
plasma power is the same, this increase in applied voltage is 
compensated by a drop in peak-to-peak charge.  

The difference in applied voltage and charges for the three 
discharge gaps is, however, gradual, and the same for the gaps 
of 1.8, 2.3 and 3.3 mm, and therefore it cannot explain why 
virtually no difference in conversion and energy efficiency was 
observed between 1.8 and 2.3 mm, whereas the difference was 
quite striking for the 3.3 mm gap. Therefore, to fully understand 
the effect of the gap on the conversion, we calculate the 
capacitance for the dielectric (Cd) and the gap (Cg), as well as 
the capacitance of the reactor without plasma (Ccell) and the 
effective capacitance during the plasma-on stage (Ceff)

[43].  
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In these formula    0
12 18.854  10  Fm  is the permittivity of 

vacuum,  1.000922g  is the relative permittivity of CO2 and 
  3.8d for quartz[43,44]. Furthermore, L is the length of the 
plasma (90 mm; see above), rinner  and router  are the inner and 
outer radii of the dielectric tube (i.e., constant in the three cases) 
and rrod is the radius of the high voltage electrode (rod), which is 
varied as 5, 6 and 6.5 mm (see above). This results in a 
constant Cd of 67 pF, whereas Cg varies from 21 pF for the 
smallest gap (1.8 mm) to 16 pF for the gap of 2.3 mm, and 10 
pF for the largest gap of 3.3 mm.  

These values should be compared with the slopes of lines 
AB and CD from the Lissajous plots of Figure 4, which represent 
the effective capacitance Ceff during the discharge-on phase, 
when the gas breakdown occurs in the gap and the plasma is 
ignited. The slope of these lines should be equal to Cd for a fully 
bridged gap[45]. In our case, Ceff is determined to be 56 pF for the 
gaps of 1.8 and 2.3 mm, and 40 pF for the gap of 3.3 mm. This 
is clearly lower than the capacitance of the dielectric quartz tube 
(Cd = 67 pF; see above), especially for the largest gap, 
indicating that the discharge gap is not fully bridged. Tu et al. 
indeed reported that Ceff depends on the spatial distribution of 
the discharge across the gap over a half-period of the applied 
voltage[25]. Hence, it can be concluded that the total plasma 
volume (i.e., the volume occupied by the streamers) is much 
smaller than the total volume of the plasma reactor, especially 
for the largest gap.  

This reduced formation of streamers is clearly visible in the 
electric current waveforms, illustrated in Figure 5. Comparing the 
waveforms of the 1.8 and 2.3 mm gaps tells us that the absolute 
values of the current are somewhat lower in the 2.3 mm gap, 
which is correlated with the slightly lower peak-to-peak charges, 
illustrated in the Lissajous plots. This trend is also continued, 
and even more striking, for the gap of 3.3 mm, but on top of that, 
the streamer frequency is clearly reduced, compared to the gaps 
of 1.8 and 2.3 mm. 

To conclude, the gaps of 1.8 and 2.3 mm yield more or less 
the same CO2 conversion and energy efficiency, because they 

exhibit the same streamer behavior. On the other hand, the 
larger gap of 3.3 mm results in a clearly lower CO2 conversion 
and energy efficiency (cf. Figure 3 above), as less streamers are 
formed for a fixed SEI , giving rise to a lower effective plasma 
volume, and therefore a reduced possibility for CO2 conversion. 
Moreover, the streamers seem to have lower peak currents, 
which corresponds to a drop in the electron density, due to the 
following relation: 

e 
 

n =
e

J

E e
        (E4) 

where J is the current density, E the electric field and µe the 
electron mobility. Consequently, the lower electron density 
results in a lower CO2 conversion, because of the drop in 
electron impact reaction rates[10]. Finally, an increasing gap 
distance gives rise to a reduced electric field strength (E/N), and 
this results in a drop in the average electron energy in the 
discharge. This lower electron energy (or reduced electric field) 
will affect the fraction of energy transferred to the various types 
of collisions[10,46].  Nevertheless, as the gap of 3.3 mm clearly 
shows a lower conversion and energy efficiency than the gaps of 
1.8 and 2.3 mm, we can conclude that the reduced streamer 
density in the 3.3 mm gap is more important in determining the 
lower conversion and energy efficiency than the latter two 
effects. 
  

Figure 4: Lissajous plots for the three different discharge gaps, at a plasma power of ±35 W, with a quartz dielectric (A), and schematic diagram of 

the Lissajous plot, explaining all the quantities that can be deduced from it (see text) (B). 

 



Figure 5: Comparison of the electric current waveforms for the three different 

discharge gaps at a plasma power of ±35 W, with a quartz dielectric, 

illustrating the reduced streamer formation for the gap of 3.3 mm. 
 
1.4. Effect of the electric power and gas flow rate 

As indicated by the formula in the experimental section, the 
SEI in the plasma system is defined by both the gas flow rate 
and the plasma power. In literature, the SEI is often used as a 
major determining factor for the conversion and energy 
efficiency, and therefore, the conversion and energy efficiency 
are often plotted as a function of SEI[8,18,36,47]. However, we 
observed that the same values of SEI, but defined by different 
combinations of plasma power and gas flow rate, can result in a 
different conversion. Therefore, in this section we investigate the 
influence of gas flow rate (or residence time) and plasma power 
on the CO2 conversion and energy efficiency separately. To our 
knowledge, such a separate study is never published before. 

In Figure 6 the conversion and energy efficiency are plotted 
vs SEI, for different values of residence time (or gas flow rate) at 
fixed plasma power (red curve), and for different values of 
plasma power, at fixed gas flow rates (blue and black curves). 
The figure clearly indicates that these two parameters affect the 
SEI, and therefore the CO2 conversion and energy efficiency, in 
a different way. In all cases, the conversion first increases with 
SEI, but then saturates to a maximum value, which appears to 
be different in the different cases. A low plasma power (40 W) 
with a low gas flow rate (of 10 ml/min, corresponding to a long 
residence time of 44 s) gives rise to a maximum conversion (see 
red curve). The same SEI can also be obtained with a higher 
plasma power and higher gas flow rate (or shorter residence 
time), and this obviously results in a lower maximum conversion, 
as is clear from the black and blue curves. Hence, the flow rate 
(or gas residence time) seems to have a more pronounced 
effect on the conversion than the plasma power. The same 
effect is visible for the energy efficiency, but it is less 
pronounced. To our knowledge, this effect has not yet been 
reported before. It suggests that by a proper tuning of plasma 
power versus gas flow rate, we can increase the conversion and 
energy efficiency at a certain SEI, which is very promising. 
However, this effect is only observed for high values of SEI 
(above 100 J/cm³), which unfortunately gives rise to a low 
energy efficiency. 

Figure 6: Effect of the gas flow rate (or residence time) and plasma power on 

the conversion (Figure A) and energy efficiency (Figure B), plotted as a 

function of the SEI, using alumina dielectrics. The corresponding values of 

plasma power, resulting in certain SEI values at the fixed gas flow rates of 50 

and 100 ml/min (black and blue curves), as well as the corresponding values 

of the residence time, resulting in certain SEI values at a fixed plasma power 

of ±40 W (red curve), are also shown in Figure A. The calculation of the error 

bars is based on the uncertainties of the power, the flow rate and the GC 

measurements. For the sake of clarity, the error bars are only presented for 

the energy efficiency. The green circle in Figure A indicates the conditions 

plotted in Figure 7 below. 

 
To compare the three cases presented in Figure 6 from the 

electrical point of view, the current and voltage waveforms for 
three distinct combinations of plasma power and gas flow rate, 
resulting in nearly the same SEI of 70 J/cm3, are shown in 
Figure 7. We observe more streamers and especially higher 
current values in the case of a high power and high flow rate 
(upper panel) than in the case of a low power and low flow rate 
(lower panel), which is quite logical. Nevertheless, the first 
condition gives rise to a lower conversion. This indicates that the 
longer residence time, which arises from the lower gas flow rate 
(lower panel), has a more pronounced effect on the conversion 
(and hence energy efficiency) than the higher power (and thus 
higher current and higher streamer intensity). Indeed, a longer 
residence time means that the CO2 molecules can stay longer 
within the streamers, and this seems more important for the 
conversion than the higher streamer intensity (or electron 
density), for the same SEI.  
  



Figure 7: Comparison of the voltage and electric current waveforms for three 

different combinations of plasma power and gas flow rate (or residence time), 

yielding a similar SEI (cf. the green circle indicated in Figure 7 above).  

2. Modelling the plasma chemistry of CO2 
splitting 

In this section we extend our model published previously[10] to 
longer residence times, by simulating a large number of 
consecutive pulses (i.e., microdischarge filaments or streamers) 
at an arbritarily chosen frequency of 34.4 Hz (see also 
description of the model), until a given residence time is reached. 
As indicated in Section 1 above, the effective volume occupied 
by the sum of all individual micro-discharges is much smaller 
than the total plasma reactor volume. Therefore, the power 
density used as input in our model, from which the SEI is 
calculated, is multiplied by a factor 7, to account for this. Note 
that we don’t know the exact value of the effective plasma 
volume occupied by the streamers, so this factor 7 is chosen 
somewhat arbitrarily, because it yields reasonable agreement 
between the calculated and measured values for the CO2 
conversion (see below). Nevertheless, even if this factor can be 
considered as a kind of fitting parameter, it does have a physical 
meaning, as demonstrated by Motret et al.[48,49], and even if the 
quantitative calculation results might be dependent on this factor, 
the qualitative trends predicted by the model can still be 
validated in this way, and the validated model can then 
subsequently be used to elucidate the underlying plasma 
chemistry. The latter will be illustrated in this section, based on a 
reduced plasma chemistry, which still describes the essential 
processes for the CO2 conversion, and which will also be very 
useful for the development of time-consuming 2D or 3D plasma 
chemistry models.  
 
2.1. Validation of the  model 

Figure 8 illustrates the comparison of the calculated 
conversion with measured values for different powers and gas 
flow rates (cf. Figure 6 above), as a function of SEI. A very good 
agreement is reached for SEI values up to 100 J/cm³. Above 
100 J/cm³ the model does not show saturation, like in the 
experiments, but the experimental data also yield different 
degrees of saturation, depending on the combination of power 
and gas flow rate, as explained in detail in section 1.4 above. On 
the other hand, the energy efficiency at these high SEI values is 

very low (see section 1.4 above), and the residence time 
becomes quite long, so these conditions are probably not 
attractive anyway. Therefore, we may conclude that the 
agreement between model and experiments is reasonable, at 
least in the SEI region of most practical interest. Furthermore, in 
Aerts et al.[10] we checked that the calculated electron density 
and temperature in the model are in the correct order of 
magnitude, compared with literature data. Hence, we may 
conclude that the model is sufficiently realistic to be used for 
elucidating the underlying chemical pathways of CO2 splitting. 

Figure 8: Comparison of the calculated and measured values for the 

conversion, as a function of the SEI. Note that the power density, and hence 

the SEI, used in the model is multiplied by a factor 7, to account for the lower 

volume occupied by the streamers (see text). The calculation of the error bars 

is based on the uncertainties of the power, the flow rate and the GC 

measurements. The error-bars in the y-direction are smaller than 1% and 

therefore not visible. 

 
2.2. Reduced chemistry set for CO2 splitting 

As also mentioned in the experimental section, the complete 
model contains 42 species which interact with each other in 501 
chemical reactions. This will be prohibitively long for 2D and 3D 
plasma models. Therefore, we have reduced the chemistry set 
described in Aerts et al.[10], based on the most important 
production and loss processes of our full model, so that it only 
includes the most critical plasma species and reactions for the 
CO2 splitting (see below).  

Figure 9 illustrates the comparison between the conversions, 
calculated by the full model and the reduced model, as a 
function of SEI in the model. A good agreement is reached in the 
lower range of the SEI, yielding a limited conversion of CO2 (i.e., 
up to 15%), for the reasons discussed below. When the 
conversion rises above 15%, the chemistry becomes more 
complex due to the higher concentrations of CO and O2. To 
obtain a good correlation in the higher SEI range, too many 
reactions have to be included again, so that there is no 
significant speed-up, compared with the full model. Therefore, 
for higher conversions, we recommend to use the full chemistry 
set. Only 9 different species are included in this reduced model, 
i.e., CO2, CO, O, O2 and O3 as neutral species, and CO2

+, O2
-, 

O- and the electrons as charged species. Indeed, we do not 



include vibrationally or electronically excited levels of the 
molecules as separate species. Although vibrationally excited 
CO2 molecules play a critical role in the CO2 splitting in 
microwave or gliding arc plasmas[7,50], their contribution in DBD 
plasmas is of minor importance[7,10,50]. On the other hand, these 
excited species play a role in the consumption of the electron 
energy. To compensate for this, we included some dummy 
reactions with no change in chemical species, which account for 
the energy loss in the electron energy equation.  

The only electron impact ionization process included in the 
reduced model is the ionization of CO2 to CO2

+ (reaction 1 in 
Table 1), as this reaction was found to be much more important 
than dissociative ionization of CO2

[10]. Moreover, the ionization 
processes of CO and O2 are also less important, as long as the 
conversion is not too high. This will of course limit the validity of 
the reduced model to low conversions (i.e., up to 15%; see 
Figure 9 below), but including these ionization processes will 
increase the number of species and reactions. Hence, this 
shows the trade-off between complexity (or calculation time) and 
validity of the model. Furthermore, charge transfer processes 
between ions are not considered either, as the role of ions to the 
actual splitting of CO2 is almost negligible[10]. The only reactions 
of the CO2

+ ions included are recombination with electrons and 
with O2

- ions (reactions 11, 12 in Table 1).  

Figure 9: Comparison of the conversion, calculated with the simplified model 

and the full model from Aerts et al.[10], as a function of SEI in the model. 

 
Three electron impact dissociation reactions are 

incorporated, i.e., for CO2, O3 and O2 (reactions 2, 4, 5 in Table 
1). The dissociation of CO can be neglected because it requires 
1069.2 kJ/mol, while the dissociation of CO2 requires 529.8 
kJ/mol[38]; due to this energy difference the total rate of CO 
dissociation, as calculated by the full model,  is much lower than 
the rate of CO2 dissociation, especially for lower conversions 
(below 15%). Furthermore, three electron attachment processes 
are considered, i.e., dissociative attachment to CO2 and O2, as 
well as (three-body) attachment to O2, producing O- or O2

- ions, 
respectively (reactions 3, 6, 7 in Table 1). As only a limited 
number of reactions are included for these negative ions in the 
simplified model, this is another reason why the model should 
not be used for conversions above 15%. On the other hand, the 
electron attachment reactions with O2 are essential, even in this 

reduced chemistry set, as they are faster than the one with CO2 
and they will induce a drop in electron density, resulting in a 
flattening in the CO2 conversion upon rising SEI, which is also 
observed experimentally (see above), because less electrons 
will be available for direct splitting of CO2. Furthermore, three 
electron detachment reactions are included, i.e., by O- upon 
collision with CO, O2 and O3 (reactions 8-10). The O2

- ions, on 
the other hand, are neutralized by recombination with CO2

+ ions 
(reaction 12; see above).  

Finally, some chemical reactions between the neutral 
species are incorporated (reactions 13-17). The O atoms 
recombine almost completely to O2 by reaction 13, although 
some O atoms give rise to the production of O3 as well, 
predominantly by reaction 14. Moreover, some O atoms can 
recombine with CO to produce CO2 (reaction 16), especially at 
high conversions and a long residence time. Indeed, this 
reaction will become important if the density of atomic oxygen is 
high enough. In addition, a rise in the supplied energy will also 
increase the rate of this reaction, e.g., when a large fraction of O 
atoms is in excited levels or at higher gas temperature[7]. That is 
the reason why in thermal (or warm) plasmas used for CO2 
splitting, the gas needs to be quenched (cooled) rapidly to 
prevent the backward reaction (i.e., recombination of CO and O, 
to form CO2 again) to occur[7]. At our conditions, the gas 
temperature did not increase during splitting, i.e., the gas 
temperature remains close to room temperature, and therefore, 
this reaction will be less important, at least for not too long 
residence times (see below). Hence, once the CO molecules are 
formed, they will be rather stable in the plasma. On the other 
hand, we do observe a certain balance in our model between O3 
and O2, determined by reactions 13-15,17. It should be 
mentioned, however, that especially the rate constants for the 
three-body reactions adopted from literature show a variation 
between different publications and thus the exact O3/O2 ratio 
obtained by the model is subject to uncertainties. Experimental 
measurements of the O3 density would give vital information to 
understand the balance between O2 and O3 in the splitting of 
CO2. However, we were not able to detect O3 with our GC setup. 
The reactions included in the reduced model, as well as the 
corresponding rate coefficients and the references where these 
data are adopted from, are listed in Table 1, and a schematic 
diagram of the reaction scheme is presented in Figure 10.   
  



Table 1: Reactions included in the reduced chemistry model, as well as the 
corresponding rate coefficients and the references where these data are 
adopted from. The rate coefficients are in units of cm3 s−1 for the two-body 
reactions, and in cm6 s-1 for the three-body reactions. 

 
 Reaction Rate coefficient  Ref. 

1 e- + CO2 → CO2
+ + 2 e-   5.4×10-11 a [10] 

2 e-  + CO2 → CO + O + e- 5.8×10-11 a [10] 

3 e-  + CO2 → CO + O- 7.0×10-12 a [10] 

4 e-  + O3 → O + O2 + e- 2.0×10-9 a [10] 

5 e-  + O2 → O + O + e- 2.0×10-9 a [10] 

6 e-  + O2 → O + O- 4.0×10-11 a [10] 

7 e-  + O2 + M → O2
- + M 3.0×10-30 a [10] 

8 O- + CO → CO2 + e- 5.5×10-10 [51] 
9 O- + O2 → O3 + e- 1.0×10-12 [52] 
10 O- + O3 → O2 + O2 + e- 3.0×10-10 [53] 
11 e-  + CO2

+ → CO + O 6.5×10-7 [54] 
12 O2

- + CO2
+ → CO + O2 + O 6.0×10-7 [55] 

13 O + O + M → O2 + M 5.2x10-35 
exp(900/T[K]) 

[56] 

14 O + O2 + M → O3 + M 4.5x10-34 
(T[K]/298)-2.70 

[57] 

15 O + O3 → O2 + O2 8.0×10-12 
exp(−17.13/T[K]) 

[57] 

16 O + CO + M → CO2 + M 1.7x10-33 
exp(-1510 [K]/T) 

[58] 

17 O3 + M → O2 + O + M 4.1×10-10 

exp(−11430/T[K]) 

[51] 

aRate coefficient calculated by an online Boltzmann solver in the 
model, at initialization conditions of pure CO2. 

Figure 10: Reaction scheme, illustrating the chemistry of CO2 splitting and 

further reactions, as predicted by the reduced model. 

 
It is clear from Figure 10 that the actual splitting of CO2 is 

quite straightforward. The most important reactions for CO2 
splitting are electron impact dissociation (to form CO and O 
atoms (R2)), electron impact ionization (to form CO2

+ ions (R1), 
which will further dissociatively recombine with electrons or O2

- 
ions into CO and O and/or O2 (R11, R12)), and electron 
dissociative attachment (to form CO and O- ions (R3)). These 
three mechanisms contribute typically for 43%, 46% and 11% to 
the CO2 splitting. As mentioned above, the CO molecules are 
relatively stable and will only react further at longer residence 

times or higher O densities; they can recombine with O- ions 
(electron detachment of O- (R8)) or O atoms (R16) to form again 
CO2. To analyse the importance of these backward reactions as 
a function of the residence time, the time averaged rates (i.e., 
averaged over one pulse) are plotted in Figure 11, together with 
the time averaged rates of the dominant loss processes of CO2, 
i.e., electron impact ionization, dissociation and dissociative 
attachment.   

Figure 11: Time averaged rates of the dominant loss processes of CO2 (full 

lines) and of the backward reactions of CO with O and O- (dashed lines) 

calculated with the simplified model, as a function of residence time, for a SEI 

of 129 J/cm³. 

 
At a residence time of 0.5 s, both backward reactions are more 
or less equally important with a rate of 6×1016 cm-3 s-1, but the 
sum of their rates is a factor 4.5 lower than the sum of the rates 
of the main loss mechanisms of CO2 (i.e. ionization, dissociation 
and dissociative attachment). However, at a residence time of 5 
s the total rate of the backward reactions is only a factor 2 lower 
than the total loss rate, indicating that the backward process 
then becomes indeed important.  It is clear that the reaction with 
O- ions has a more or less constant rate of 6×1016 cm-3 s-1, 
independent of the residence time, which is caused by the 
constant production of O- ions from electron impact dissociative 
attachment with CO2 (R3). In contrast, the rate of the reaction 
with O atoms increases by almost an order of magnitude, up to a 
value of 2×1017 cm-3 s-1 at 5 s. The latter can be explained by the 
increasing O2 density and therefore, the increasing production of 
O atoms by electron impact dissociation of O2 (R5). Overall, 
integrated over the residence time of 5 s, the total contribution 
from recombination of CO with O atoms to the CO2 production is 
65% while the recombination with O- ions only contributes for 
35%. Hence, we can distinguish two major phenomena which 
cause the flatting of the conversion at long residence times, or 
high values of the SEI. The first one is the drop in the electron 
density due to electron attachment with oxygen. The second one 
is the increasing contribution of the backward reaction, i.e. the 
recombination of O atoms with CO to form again CO2. 
At shorter residence times, however, the O atoms will almost 
immediately recombine into O2 or O3, as mentioned above (R13, 
R14), and there are several other reactions between O, O2 and 



O3 as well (sometimes also involving the negative ions; i.e., R4-
R7, R9, R10, R15, R17). Therefore, most freedom to influence 
the splitting process can be found in the balance of O/O2/O3. 
Moreover, introducing H-containing gases, like H2 or CH4, can 
further control the production of O2 by consumption of O 
atoms[59].  

To conclude, the selectivity towards CO will always be close 
to 50%, whereas the selectivity towards O2 was predicted in the 
model to be between 45 and 50%, depending on the O3 
production (and keeping in mind the uncertainties in the three-
body rate coefficients, as mentioned above). The question is 
whether O2 or O3 would be the most valuable product. Based on 
the chemical reactivity, O3 is more favorable, but due to its high 
reactivity, the storage of O3 is not straightforward and therefore 
an on-site production would be beneficial when O3 is intended to 
be produced for bleaching or oxidizing purposes[60].  

Finally, the calculated number densities of the molecules 
included in the model are plotted as a function of residence time 
in Figure 12(A), for a SEI of 129 J/cm³. It is clear that the CO2 
density gradually drops, while being converted into CO and O2, 
and some fraction of O3. The densities of the other species  
included in the model (i.e., the O atoms and the various ions) 
are negligible at these long time-scales; however, their densities 
are plotted, together with the molecule densities, as a function of 
time during 5 consecutive microdischarge pulses (mimicking the 
filaments in the DBD reactor) in Figure 12(B), for the same SEI 
value. Note that we use a logarithmic x-axis, to clearly illustrate 
the temporal behavior of the ions during and after one pulse. It is 
clear that the densities of CO, O2 and O3 increase (more or less) 
stepwise at each pulse, while the CO2 density slightly drops. The 
densities of the O atoms, the various ions and the electrons rise 
during each pulse, but they decay again before the next pulse is 
reached. The decay time is the longest for the O atoms, 
whereas the electrons and the various negative ions become 
completely negligible, long before the next pulse starts. 

Figure 12: Calculated molecule densities as a function of residence time (A), 

and densities of all plasma species included in the simplified model, as a 

function of time during 5 consecutive microdischarge filaments (B), for a SEI of 

129 J/cm³.  

3. Theoretical energy cost versus actual 
energy cost 

In our experiments, the conversion was at maximum around 
35%, but this was reached at a high SEI above 200 J/cm3, and 
therefore it corresponds to a low energy efficiency of only 2%. A 
maximum energy efficiency of 8% could be obtained at low SEI 
(~ 25 J/cm3), but at the expense of the conversion, which was 
only a few % in this case. An important remark is that the energy 
efficiency reported in our work, as well as in literature (see 
section 4 below), is calculated with respect to the plasma power. 
Therefore, we should refer to it as the “energy efficiency of the 
plasma” or the “theoretical energy efficiency”. Indeed, the 
plasma power is typically around 50% lower than the applied 
electrical power in a DBD reactor, due to losses in the high 
voltage power source and the cables (reflection, heating, zero 
load power requirements,… ). As a consequence, the actual 
energy efficiency of the process will still be lower, or vice versa, 
the actual energy cost will be higher. 

Figure 13 shows a comparison of the energy cost and the 
energy efficiency, as calculated from the electrical power and 
the plasma power, as a function of the SEI. It is clear that the 
actual energy cost, calculated from the electrical power, is at 
least 50% higher (see black dashed line) and therefore, the 
actual energy efficiency (red dashed line) is also at least 50% 
lower, compared to the theoretical energy cost and energy 
efficiency (black and red solid lines).  

Figure 13: Energy cost (black curves; left axis) and energy efficiency (red 

curves; right axis), as calculated from the electrical power (“actual”; dashed 

lines) and from the plasma power (“theoretical”; solid lines), as a function of 

the SEI, using alumina dielectrics and a constant flow rate of 50ml/min. 

 
At higher values of the SEI, the difference between actual 

and theoretical energy cost and energy efficiency is somewhat 
lower than at low SEI values. This can be explained by the zero 
load power of the power source, which is ±40W in our 
experiments, independent of the applied power. Hence, the 
power loss at higher applied power is thus relatively smaller than 
at lower applied power.  

In the present paper, we focus on the energy efficiency of 
the plasma process itself, like is typically done in plasma studies 



in literature. Nevertheless, the total electrical power consumption 
must be kept in mind, especially when different plasma sources 
are compared, and certainly also when benchmarking with other 
CO2 conversion technologies. 

4. Feasibility of CO2 splitting by DBDs, and 
benchmarking with other techniques 

The purpose of this study is to identify the possibilities and 
drawbacks of CO2 splitting by DBDs, by investigating the effect 
of various operating conditions. We found that a proper tuning of 
power versus gas flow rate can increase the conversion and 
energy efficiency at a certain SEI, but this is only observed for 
high values of SEI (above 100 J/cm³), which yields a low energy 
efficiency anyway. Reducing the discharge gap can enhance the 
filament formation, and therefore the conversion and energy 
efficiency, but this enhancement was only observed for larger 
gaps. Changing the dielectrics from quartz to alumina did not 
show any effects on the conversion and energy efficiency, 
although more sophisticated dielectric materials did show drastic 
changes, as reported in literature[4–6,39,40] (see below).  

To benchmark our results, we compare them in Table 2 with 
some studies published for CO2 splitting by several types of 
plasmas, as well as with classical thermal splitting. Note that we 
can only compare with other studies for pure CO2 splitting, as 
other gas mixtures (e.g., with inert gases) affect the conversion 
and energy efficiency[4,5,27,37–40,61], and we don’t want to draw the 
wrong conclusions. We focus on the maximum conversion, the 
energy efficiency (if this could be calculated from the literature 
data) and the gas flow rate. The latter is also relevant because it 
gives an idea about the scalability and industrial applicability of 
the process. Indeed, a high conversion at a very low flow rate 
and long residence time is not of interest for industrial 
applications.  

Detailed, systematic studies for CO2 splitting in a pure CO2 
mixture, presenting values for both conversion and energy 
efficiency in a DBD, appear to be very scarce in literature. The 
most detailed study up to now was presented by Paulussen et 
al.[1] and Yu et al.[2]. Paulussen et al.[1] found a maximum 
conversion of 30% at a flow rate of 0.05 l/min, a power density of 
15 W/cm³ and a frequency of 60 kHz. However, they did not 
report the plasma power or the energy efficiency. Yu et al.[2] 
reported a maximum conversion of 12.5% at a constant flow rate 
of 40 ml/min, hence somewhat lower than our results. Their 
maximum energy efficiency was around 3.5%, which is also 
somewhat lower than in our case. However, we should point out 
that the reactor used in their work had a very large gap (4 mm) 
to study the effect of a packing material. Therefore, we should 
compare these results with our results for a gap of 3.3 mm (see 
Figure 3 above), showing a maximum conversion of 25% and a 
maximum energy efficiency of 6%.  

A microwave discharge seems very promising for CO2 
splitting[7,12,13,15,50,62]. In the 1970s, Fridman and coworkers 
reported energy efficiencies up to 80-90%, when operating in the 
supersonic flow regime, with a flow rate in the order of 5-50 
ml/min and a static pressure between 0.02 and 0.05 atm[7]. The 

highest energy efficiency reported recently, for similar conditions, 
was around 60%[13]. Note, however, that these results were 
obtained at reduced pressure (0.2 bar), which is not so practical 
for high-throughput processing of exhaust gases, and it will 
increase the total energy cost, as higher pressures are required 
for gas storage. Furthermore, it was also reported[8,12,15] that 
increasing the pressure can lead to a significant drop in the 
energy efficiency. Therefore, in this benchmarking, we want to 
compare with microwave results obtained at atmospheric 
pressure, which allows a more fair comparison for industrial 
purposes. Therefore, the values listed in Table 2 apply to 1 atm. 
At a pressure of 1 atm, Spencer et al.[15] reported a conversion 
of 45% at a flow rate of 1 l/min, and an energy efficiency of 20% 
at a flow rate of 16 l/min, for a microwave discharge, which is 
still much better than obtained for a DBD. 

  Another very promising discharge type for CO2 splitting is a 
gliding arc plasma, where high flow rates are possible at 
atmospheric conditions, together with high energy efficiency and 
reasonable conversion[8,16]. Nunally et al.[8] reported conversions 
of 2-9% for a SEI variation from 0.1 to 1.0 eV/molecule and flow 
rate input variation in the range of 14-40 l/min. Furthermore, a 
maximum energy efficiency of 43 % was reached at a flow rate 
of 27 l/min. Indarto et al.[16] obtained conversions of 15-18% at a 
flow rate of 0.8 to 2.4 l/min, but they did not report the energy 
efficiency as defined by Fridman[7]. However, they compared the 
power efficiency with a DBD and found that the power efficiency 
increased with a factor of 3 compared to the DBD described in 
Wang et al.[37]  
We can also compare the plasma-based CO2 splitting with 
classical thermal splitting in membrane reactors. In this case, 
high temperatures of 1400-1800 °C need to be used.[63] This 
illustrates the advantages of plasma technology, because it can 
circumvent the difficult thermodynamics of this reaction. Indeed, 
a high temperature is not needed, because the electrons are 
heated by the electric power, and they induce the chemical 
reactions, while the gas itself can remain at or near room 
temperature. On the other hand, processing at high temperature 
can also have benefits, when coupling the thermal process with 
a secondary process. For instance, Jin et al.[64] proposed the 
coupling of CO2 splitting and partial oxidation of methane in a 
membrane reactor, in such a way that the O2 produced in the 
splitting diffuses to the second reactor for the partial oxidation 
process. This method allows the transfer of thermal energy to 
the membrane and to the partial oxidation process. Although this 
process still suffers from problems like instability of the 
membrane, sealing and pressure drop, it shows promising 
results. If the stability of such membranes can be improved, new 
possibilities can be found, e.g., in the coupling of a plasma 
reactor with a partial oxidation reactor, especially for gliding arc 
and microwave discharges, as they operate at a higher 
temperature.  
Finally, we also looked at photo- and electro-catalytic processes, 
but it was impossible to compare them with plasma technology, 
in terms of conversion and energy efficiency. We believe that 
also here a combination of different processes, like the 
thermochemical cycle based on Zn/ZnO[65,66] or the 



photochemical reduction of CO2 
[67] might give rise to the most 

valuable process. 

Table 2: Benchmark of our results, in terms of maximum conversion, energy 
efficiency and the corresponding gas flow rates in both cases, with data from 
literature for other plasma types and classical thermal splitting, all carried out 
at atmospheric pressure. 

 

 
Max. 
conversion 
(%) 

Flow rate 
(l/min) 

Max. energy 
efficiency (%) 

Flow rate 
(l/min) 

Our work 35 0.01 8 0.5 
DBD[1] 30 0.05 - - 
DBD[2] 12.5 0.04 3.5 0.04 
Microwave 
plasma [15] 

45 1 20 16 

Gliding arc 
plasma12 9 14 43 27 

Gliding arc 
plasma24 18 0.8 - - 

Thermal 
splitting[68] 

22 0.02 
(1400°C-
1800°C) 

- 

 
Hence, we can conclude that a DBD reactor can split CO2 at 

relatively high conversion, when using a low flow rate, but the 
energy efficiency is still too low for commercial applications. 
Indeed, when the electric energy for the CO2 splitting would 
originate from fossil fuels, an energy efficiency of 52% would be 
needed to make sure that not more electric energy is consumed 
for this process than the electricity produced from the fossil fuel 
combustion, or in other words, that not more CO2 is produced in 
the electricity production than can be split by the plasma 
process[9].  

It should be noted, however, that all the DBD data reported 
in Table 2, are for simple DBD reactors with a pure CO2 gas flow, 
like applied in our study. However, there is still considerable 
room for improvement for the DBD technology, as already 
demonstrated in literature[2–6,37,39,40]. Indeed, Figure 14 presents 
an overview of different modifications applied to DBD reactors, 
reported in literature, showing both the absolute values of the 
conversion and energy efficiency reached, as well as the relative 
changes compared to their standard setup without the 
modification or with a less efficient modification. Because it is 
difficult to compare the absolute values of conversion and 
energy efficiency adopted from literature (due to the different 
operating conditions and geometries, which are not always 
thoroughly described), we should mainly focus on the relative 
changes as a result of these reactor modifications. Note that the 
relative changes for conversion and energy efficiency were 
calculated for the conditions of the highest conversion and 
maximum energy efficiency, respectively. 

A packed bed DBD configuration with spherical pellets was 
proposed by Yu et al.[2]. The authors used silica gel, quartz, γ-
Al2O3, α-Al2O3 and CaTiO3 as packing material and found that 
the maximum conversion (i.e., 20.5%) was reached for CaTiO3, 
which was a factor 1.3 higher than for a non-packed DBD. 
Furthermore, the highest energy efficiency of 6% was obtained 
for CaTiO3, which was reported at least a factor 1.6 higher than 
for the non-packed DBD at the same conditions. This packing 
effect was attributed to the enhancement of the electron energy, 
thus facilitating the electron impact dissociation of CO2. Also the 

morphology and the acid–base properties of the packing 
material were found to affect the conversion. Furthermore, the 
presence of heterogeneous reactions on the packing surface 
was also identified and could facilitate the conversion. It is worth 
to mention that introducing a dielectric packing in a DBD reactor 
was also demonstrated to enhance the energy efficiency for 
VOC remediation[69–72], so we indeed believe that a packed bed 
DBD reactor has great potential for CO2 splitting as well. 

 

Figure 14: Modifications to a simple DBD reactor, as reported in literature, 

yielding a higher CO2 conversion and energy efficiency. Both the reported 

maximum values of conversion and energy efficiency are plotted, as well as 

the relative changes compared to the same setup without the modification. 

See text for more explanation.The dashed green line indicates no change 

compared to the standard setup. 

 

Tagawa et al.[3] proposed a hybrid reactor, i.e., a DBD 
plasma on the surface of a solid oxide electrolyser cell (SOEC), 
which allows the in-situ exclusion of O2 during the CO2 splitting. 
A maximum energy efficiency of 3% was reported, but we were 
not able to deduce the relative change of this parameter in their 
work. Moreover, an increase with a factor 4 was observed for 
the conversion, up to a maximum value of 80% compared to the 
DBD discharge only. Indeed, a high O2 concentration has a 
suppressing effect on the CO2 conversion due to its high 
electronegativity, thereby trapping the electrons, so that they are 
not available for electron impact dissociation anymore.  
Moreover, the oxygen will also be partially present as O atoms, 
which can react with CO to produce CO2 (see section 2.2 above). 
Therefore, it is logical that the in-situ exclusion of O2 has a 
beneficial effect on the CO2 conversion. 

Wang et al.[37] investigated the effect of different metals used 
as high voltage electrode in a DBD reactor for a mixture of 4% 
CO2 in helium. The advantage of using different metals as 
central electrode is that the conductivity of the electrode 
changes. They obtained a relative order of 



CuAu>Rh>Fe≈Pd≈Pt for the reactivity toward CO2 

decomposition, which is the same order as for the electrical 
conductivity. A maximum conversion of 19.4% was reported for 
a Cu electrode, while the conversions for Au, Rh, Pt, Fe and Pd 
were 19.2%, 15.3% 14.2%, 13.2% and 12.9%, respectively. 
Note again that we should not focus too much on these absolute 
values, as they were obtained for other conditions (e.g., in a 
mixture with helium). However, the relative changes are very 
interesting. Indeed, the Cu and Au electrodes yielded a relative 
increase in the conversion of a factor 1.5, compared to a Fe 
(stainless steel) or Pd electrode. Furthermore, a maximum 
energy efficiency of 9.3% was reported for the Au electrode, 
which was almost three times higher than the energy efficiency 
for the Rh electrode at the same conditions. Furthermore, we 
should point out that the plasma power varies between the 
electrodes and therefore the energy efficiency is the highest for 
Au and not for Cu. The maximum energy efficiencies for the Cu, 
Fe, Pd, Pt and Rh electrodes were 8.5%, 6.7%, 5.9% and 5.6% 
and 3.6%, respectively.   

Li et al.[4,5,39,40] investigated the influence of Ca0.8Sr0.2TiO3 
(CST) with 0.5 wt% Li2Si2O5 as dielectric barrier, in a mixture of 
10% CO2 in N2. They found an improvement of the conversion 
by a factor 9 up to 18.5% at the same electrical power, 
compared to silica glass as dielectric barrier. However, if the 
plasma power is taken into account to calculate the theoretical 
energy efficiency, a drop of the energy efficiency by a factor 0.3 
was found, compared to silica glass. The authors concluded that 
for the same electrical power a much higher plasma power was 
deposited in the plasma by changing the dielectric barrier, so the 
actual energy efficiency is in this case closer to the theoretical 
energy efficiency, which was, however, only 0.6% at its 
maximum.   

In a similar work performed by Wang et al.[6] the 
performance of a CST ceramic dielectric barrier with glass 
addition on the conversion of CO2 was investigated. The authors 
produced CST ceramic barriers with addition of CaO–B2O3–SiO2 
(CBS) glass in the range between 0.5 and 5.0 wt%, to enhance 
the dielectric properties and the microstructures of the ceramics. 
The experiments were performed in a mixture of 10% CO2 in N2. 
The addition of 5.0 wt% CBS resulted in a rise of the conversion 
with a factor 2.6 up to 49%, compared to 0.5 wt% CBS. 
Furthermore, the energy efficiency almost tripled at 5.0 wt% 
CBS compared to 0.5 wt% CBS, resulting in a maximum of 5%. 
The authors claimed that a higher amount of CBS leads to a 
drop in the total surface resistance and a rise in the capacitance 
of the grain boundaries, which results in a higher CO2 
conversion and a higher energy efficiency. In addition, they also 
found that the grain boundaries on the dielectric barrier surface 
serve as charge trapping sites, so that a more homogenous 
discharge is created.  

In summary, although the absolute energy efficiencies 
reported in these papers are modest, the relative increase in the 
energy efficiencies due to these modifications, compared to a 
standard setup or other modifications, is quite promising. 
Therefore, a combination of the proposed modifications with the 
proper tuning of the operating parameters might lead to even 
higher energy efficiencies and possibly could make a DBD 

reactor competitive with the other plasma systems listed in Table 
2. 

On the other hand, it is important to realize that more and 
more electric energy is nowadays originating from sustainable 
energy sources, and this trend will definitely continue in the 
coming years. In that case, the energy efficiency requirements of 
the plasma conversion will be somewhat less strict. Moreover, 
sustainable energy sources often suffer from peak currents (e.g., 
on sunny or windy days), when the electricity is in principle “for 
free”. A DBD plasma can then be very useful for peak shaving, 
as it is very flexible and can be very easily switched on and off, 
so that it will be extremely suitable for temporal energy storage. 

In general, in terms of practical use, a DBD has some 
benefits compared to the other plasma types (microwave and 
gliding arc), because its construction is very simple, robust and 
allows an easy scale-up, as was already demonstrated 150 
years ago for the commercial application of O3 production[7,60]. 
Moreover, it is reported in literature that by combining a DBD 
with a catalyst, in so-called plasma catalysis[73–75], the selectivity 
of the process can be steered towards the desired products. 
This is not really an issue for pure CO2 splitting, but it is very 
promising when adding a co-reagent (e.g., methane or water), to 
produce value-added compounds, such as syngas, methanol, 
formaldehyde and formic acid [46,73,76]. 

Conclusions 

We investigated in detail the effect of various operating 
conditions on the conversion and energy efficiency of CO2 
splitting in a DBD plasma reactor. The applied frequency and the 
kind of dielectric (quartz or alumina) seem to have no effect on 
the conversion and energy efficiency. The discharge gap can 
have a significant effect when it gives rise to a different streamer 
behavior. This was indeed observed for the gap of 3.3 mm, 
compared to the gaps of 1.8 and 2.3 mm, as visualized by the 
Lissajous plots and the current waveforms. Indeed, the 3.3 mm 
gap results in less streamer formation, so that the effective 
plasma (streamer) volume, which can contribute to the CO2 
conversion, is much smaller than the actual reactor plasma 
volume, resulting in a significantly lower CO2 conversion and 
energy efficiency, for the same SEI. 

The SEI obviously is most dominant in determining the 
conversion and energy efficiency. The conversion clearly 
increases, while the energy efficiency decreases, with rising SEI, 
which is logical. The SEI itself is determined by both the plasma 
power and the gas flow rate. We observed that the gas flow rate, 
and hence the residence time, has the most important effect on 
the conversion and energy efficiency. The power also has some 
effect, but it is less significant. Indeed, a higher power with 
higher gas flow rate gives rise to more intense streamers, but 
the residence time is lower, and the latter seems more important 
as it determines the time that the CO2 molecules stay within the 
streamers and can be subject to conversion. Therefore, a lower 
power with lower gas flow rate results in a higher conversion and 
energy efficiency than a higher power with higher gas flow rate, 
at the same fixed SEI. This can be of interest, because it means 



that a proper tuning of power versus gas flow rate can increase 
the conversion and energy efficiency at a certain SEI. However, 
we observed this behavior only for high values of SEI (above 
100 J/cm³), which unfortunately yield a low energy efficiency. 
The effect of the various parameters on the conversion and 
energy efficiency is summarized in Table 3.  

Table 3: Summary of the experimental parameter screening, illustrating their 
effect on the CO2 conversion and energy efficiency 

 

Parameter 
Effect on 
conversion 

Effect on energy 
efficiency 

Lower gas flow rate/higher 
residence time   

Higher power   
Larger gap (when streamer 
formation ) 

  

Higher frequency - - 
Dielectric (alumina/quartz) - - 

 
The highest CO2 conversion was found to be around 35%, 

and was obtained at a high SEI (above 200 J/cm3), and thus it 
corresponds to a low energy efficiency of only 2%. On the other 
hand, the highest energy efficiency, i.e., 8%, was obtained at 
low SEI (~ 25 J/cm3), but at the expense of the conversion, 
which was only a few % in this case. The selectivities of the 
formed products (i.e., CO and O2) were also measured, but they 
were always found to be around 50%, for all conditions 
investigated. 

Besides the experimental results, we have also presented 
modeling results for the CO2 splitting, and reasonable 
agreement was obtained between the calculated and measured 
conversions and energy efficiencies as a function of SEI, when 
the power density (and hence the SEI) in the model was 
multiplied with a factor 7, to account for the smaller volume 
occupied by the streamers, compared to the total plasma reactor 
volume. 

As the model shows good correlation with the experimental 
trends, it can be used to elucidate the most important chemical 
reactions for the CO2 splitting. For this purpose, we have 
reduced the chemistry set of our complete model to a more 
simple model with only 9 species and 17 reactions, to better 
identify the critical reactions. It was found that the CO2 splitting is 
mainly dictated by electron impact dissociation (to form CO and 
O atoms), electron impact ionization (to form CO2

+ ions, which 
will subsequently recombine with electrons or O2

- ions into CO 
and O or O2), and electron dissociative attachment (to form CO 
and O- ions). The CO molecules can recombine with O- ions or 
O atoms to form again CO2, but these reactions are only 
important at high oxygen densities or high conversions (i.e. long 
residence time). The O atoms can, however, easily recombine 
into O2 by a three-body reaction, although a fraction also 
recombines into O3. Furthermore, there are also several other 
reactions between O, O2 and O3. Therefore, most freedom to 
influence the splitting process can be found in the balance of 
O/O2/O3. 

Finally, we have compared our experimental results for the 
CO2 splitting in a DBD with literature data for several types of 
plasma reactors, as well as with classical thermal CO2 splitting, 
to benchmark our results. We can conclude that a DBD reactor 

can provide reasonable conversions, but the energy efficiency is 
still too low for commercial applications, at least when using 
electricity from fossil fuel combustion. However, in literature, 
several modifications to a standard DBD reactor have been 
reported already. We have presented a summary of these 
reactor modifications from literature, illustrating that they might 
indeed improve the energy efficiency, as well as the conversion. 

Furthermore, when using electricity from sustainable energy 
sources, the energy efficiency might be somewhat less critical. 
In this respect, we believe that a DBD plasma can even become 
very useful in the future, for energy storage of peak currents, as 
it can be easily switched on and off. 

Finally, a DBD reactor is also very promising when combined 
with catalysis. Indeed, when introducing a catalytic packing in a 
DBD reactor, the selectivity of the process (in case of a co-
reagent like methane or water) can be tuned, which has also 
great promise for the selective production of value-added 
chemicals.  

Experimental Section 

1. Experimental setup 

1.1. Plasma reactor 

A schematic picture of the experimental setup, both in front 
view and top view, is shown in Figure 15. The plasma reactor is 
a tubular DBD reactor, consisting of a dielectric tube and two 
concentric cylindrical electrodes. The inner electrode is a 
stainless steel rod, which is grounded. We used several 
diameters for this inner electrode, i.e., 10, 12 and 13 mm, in 
order to vary the discharge gap (see below). The outer electrode 
is a nickel foil, connected to a high voltage power supply, and 
placed around the dielectric tube. The latter has an inner 
diameter of 16.54 mm and an outer diameter of 22 mm. We 
used two types of dielectrics, i.e., alumina and quartz. The 
length of the total reactor, including inner electrode and dielectric 
tube is 200 mm, but the length of the nickel mesh electrode was 
only 90 mm, and the latter defines the length of the discharge 
plasma. 

The CO2 gas flow to the plasma reactor is regulated by mass 
flow controllers (EL-flow of Bronkhorst), and can be adjusted 
between 10 and 1000 ml/min. The temperature of the gas is 
monitored at the inlet and outlet of the DBD reactor by 
resistance temperature detectors (Endress-Hauser). The DBD 
reactor is powered by an AC high-voltage power supply (AFS), 
providing a maximum peak-to-peak voltage of 40 kV and a 
variable frequency of 1-90 kHz. The total current is recorded by 
a Rogowski-type current monitor (Pearson 4100), while a high 
voltage probe (Tektronix P6015A) is used to measure the 
applied voltage. Furthermore, to obtain the charge generated in 
the discharge, the voltage on the external capacitor (10 nF) is  
measured. Finally, all the electrical signals are sampled by a 
four-channel digital oscilloscope (PicoScope 6402A) and the 



discharge power is measured by means of Lissajous figures 
(see below).  

Figure 15: Schematic diagram of the experimental setup, in front view and top 

view. 

1.2. Gas analysis 

The feed and product gases are analyzed by a three-
channel compact-gas chromatograph (CGC) (Interscience), 
equipped with two thermal conductivity detectors (TCD) and a 
flame ionization detector (FID). The first TCD channel contains a 
Molecular Sieve 5A column for the segregation of the molecular 
gases, O2, N2 and CO, while the second TCD channel is 
equipped with a Rt-QBOND column for the measurement of CO2 
and C1-C2 hydrocarbons. The FID is equipped with a Rtx-5 
column for the measurement of C1 to C10 containing 
compounds. 

The conversion of CO2 is calculated from the peak areas 
measured in the gas chromatograms (where CO2,inlet  is 
measured without plasma): 
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The oxygen-based selectivities of CO and O2 are calculated as: 
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In order to calculate the energy cost and energy efficiency of the 
process, we first define the specific energy input (SEI) in the 
plasma from the power and the gas flow rate: 

 ( )
  *60( )

³   ( )

J kJ Power kW s
SEI SEI

lcm l minFlowrate
min

       
   

       (E8) 

The energy cost to produce 1 mole of CO is then calculated as: 
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And finally, the energy efficiency () is calculated as: 
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where the value of the reaction enthalpy (HR) is 279.8 kJ/mol 
(see Introduction). 

A critical remark should be made when performing inline GC 
analysis on plasma gas processing. When using an external 
calibration method, the quantities of the gas components are 
defined as a function of the molar flow rate of each species. 
However, the latter changes during the conversion, mainly due 
to chemical reactions and possibly also due to deposition at the 
reactor walls. Pinhão and co-workers estimated an expansion 
(contraction) factor α for mixtures of He/CH4/CO2 between 0.98 
and 1.12[27]. The introduction of noble gases in the gas mixture 
would allow for an internal calibration, which takes this variation 
in molar flow rate into account. However, we are interested in 
the CO2 conversion without the influence of a noble gas as 
internal standard. Therefore, in this work, external standards are 
used, but to account for this expansion effect, we correct, for 
each specific conversion, for the change in volume due to the 
change in total number of moles. More specifically, for the 
reaction under study (CO2 → CO + 0.5 O2), this means e.g., at 
10% conversion, that the gas mixture contains 90 vol% CO2, 10 
vol% CO and 5 vol% O2, which amounts to a total of 105 vol%. 
So we multiply by 105% to correct for this change in volume. Of 
course, this assumes that no other products than CO and O2 are 
formed. These are indeed the only products detected on the GC. 

2. Description of the model 

The calculations were performed with a zero-dimensional 
(0D) chemical kinetics model, called Global_kin, developed by 
Kushner and coworkers[77]. It calculates the spatially averaged 
densities of all plasma species as a function of time, based on a 



large number of production and loss terms, as defined by the 
chemical reactions. The electron temperature is calculated with 
an energy balance equation and the rate coefficients for electron 
impact reactions are calculated with a Boltzmann solver. 8 
different neutral species (i.e., CO2, CO, C2O, C2, C, O2, O3 and 
O), 11 different positive ions, 6 different negative ions, as well as 
the electrons are taken into account in the model. Furthermore, 
several excited levels of CO2, CO and O2, are considered, as 
explained in detail in Aerts et al.[10]. Hence, in total, the model 
consists of 42 different chemical species, which react with each 
other in 501 chemical reactions, including electron-impact 
reactions, ion-ion, ion-neutral and neutral-neutral reactions.  

The equations used in the model, the entire reaction 
chemistry for CO2 splitting, as well as the approach to mimic the 
filamentary character of a DBD, were published in[10,59]. However, 
in the latter work we focused on the detailed plasma chemistry in 
one microdischarge pulse (of 30 ns) and its afterglow, as well as 
five consecutive pulses, but no simulations were performed yet 
for real residence times in the reactor. In the present paper, we 
apply this model to exactly the same residence times as 
obtained in the experiments, i.e., in the order of 1-60 s. This 
means that up to 2000 consecutive pulses (of 60 ns) are 
simulated, with interpulse time of 0.029 s (34.4 Hz), to mimic the 
filamentary character of the DBD, i.e., the gas molecules pass 
through a large number of microdischarge filaments on their way 
through the reactor. Note that the time between two filaments, 
as “experienced” by the gas molecules, is not known. Therefore, 
we have selected an interpulse time of 0.029 s, because it yields 
reasonable agreement with the experiments for  the conversion 
versus residence time. Moreover, it avoids that the plasma 
species would accumulate to unphysically high densities in 
subsequent pulses, which would influence the conversion if the 
interpulse time was too short. Furthermore, we have chosen the 
pulse duration to be 60 ns instead of 30 ns, because this will 
reduce the total number pulses required for the same SEI, and 
thus it reduces the calculation time. As the actual plasma 
volume (i.e., sum of the filament volumes) is much smaller than 
the total volume of the plasma reactor, the deposited energy 
density in the model needs to be typically a factor 10-100 higher, 
depending of the gas and reactor geometry under study (i.e., 
filamentary character or not), to account for this smaller 
volume[48,49]. In our case, the deposited energy was chosen a 
factor 7 higher (see  section 2).  
Finally, we have also developed a reduced chemistry set, by 
comparing the calculation results with the full set, in the entire 
range of conditions investigated here, as will be explained below. 
This reduced set can be very useful for more time-consuming 
2D or 3D plasma models of CO2 splitting. 
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