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Abstract

Computational fluid dynamics (CFD) applies numerical methods to solve
transport phenomena problems. These include, for example, problems re-
lated to fluid flow comprising the Navier–Stokes transport equations for ei-
ther compressible or incompressible fluids together with turbulence models
and continuity equations for single and multi-component (reacting and inert)
systems. The design space is first segmented into discrete volume elements
(meshing). The finite volume method, the subject of this article, discretizes
the equations in time and space to produce a set of non-linear algebraic ex-
pressions that are assigned to each volume element—cell. The system of
equations is solved iteratively with algorithms like the semi-implicit method
for pressure-linked equations (SIMPLE) and the pressure implicit splitting
of operators (PISO). CFD is especially useful for testing multiple design ele-
ments because it is often faster and cheaper than experiments. The downside
is that this numerical method is based on models that require validation to
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check their accuracy. According to a bibliometric analysis, the broad research
domains in chemical engineering include: (1) dynamics and CFD-DEM (2)
fluid flow, heat transfer and turbulence, (3) mass transfer and combustion,
(4) ventilation and environment, and (5) design and optimization. Here, we
review the basic theoretical concepts of CFD and illustrate how to set up
a problem in the open-source software OpenFOAM to isomerize n-butane
to i-butane in a notched reactor under turbulent conditions. We simulated
the problem with 1000, 4000, and 16 000 cells. According to the Richardson
extrapolation, the simulation underestimates the adiabatic temperature rise
by 7% with 16 000 cells.

Keywords: computational fluid dynamics, finite volume, Richardson
extrapolation, grid convergence index

1. INTRODUCTION

Computational fluid dynamics (CFD) has evolved over the last 40 years
to become an independent field of study within chemical engineering and
an indispensable tool that applies across many other engineering disciplines
and science categories. In 2020 alone, Web of Science Core Collection(WoS)
indexed over 7500 articles with CFD in the Topic search criteria. Of these,
1242 articles were in journals WoS classified as chemical engineering.

The increase in available computing power has expanded the breadth
and scope of the problems researchers consider. In the 1970s, researchers
simulated transonic flows based on non-linear potential equations. Exam-
ples of the problems they now address include: micro-kinetic models in
particle-resolved packed bed reactors;[1] vortex reactors, including catalytic
reactions at the interface of moving catalyst particles;[2, 3] detailed kinetic
modelling with tens of thousands of reactions and thousands of chemical
species (from GRI-MECH 3.0 with its 325 reactions and 53 species for nat-
ural gas combustion;[4] and, solid fuel conversion, including secondary gas-
phase reactions[5]), which has advanced with the development of automated
reaction mechanism algorithms like the Reaction Mechanism Generator[6] or
Genesys.[7]

Kinetic model reduction techniques minimize otherwise prohibitively large
computational costs, which reaches 90% of the total in the case of hetero-
geneous systems.[8] The OpenSMOKE++[9] numerical applies computation
cost minimization (CCM) techniques.[10] Kinetic model reduction techniques
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include range from lumping procedures,[11] to on-the-fly tabulation tech-
niques and machine learning.[12] These methods automatically reduce the
complexity of the kinetic models by selecting the most important chemical
species to simulate. In addition, these techniques relax the requirement of a
fine mesh or the necessity for stiff chemistry solvers to simulate fast evolv-
ing intermediates like gas-phase radicals or fast reversible reactions. The
reduction of stiffness is also key to avoid prohibitive computational costs.[9]

Multiphase flow is another active research field. The discrete element
method (DEM) characterizes particle motion[13], while CFD-DEM couples
the continuous phase with the particulate phase.[14] Population balance
modelling simulates the dynamic evolution of polydispersed particles in ap-
plications ranging from crystal growth,[15] to soot formation and material
synthesis,[16] biomass pyrolysis,[17], comminution[18] crystallization, and
liquid–liquid extraction. Population balance equations (PBE) allows the dis-
perse phase to have distinct properties from the continuous phase (diameter,
velocity, and mass) to simulate multiphase flow.[19] PBE in bubbly flows ac-
count for bubble breakup and coalescence and is a powerful tool to estimate
the various closures required in the Eulerian–Eulerian approach (drag, lift,
and wall lubrication forces, in addition to turbulent dispersion and virtual
mass). [20]

This tutorial review is part of a series on experimental methods in chem-
ical engineering that highlights key challenges and succinctly reviews recent
CFD research areas.[21] We showcase CFD as a viable alternative to tedious
and expensive experiments by means of virtual prototyping. CFD, however,
is difficult since it relies heavily on numerical schemes and models for physics,
which have to be validated.[22, 23] Often, it is possible to reach a solution,
but to achieve the correct solution, it requires an understanding of the work-
flow of a CFD project.[24] This article provides an entry-level assessment of
the theory behind finite volume method (FVM)-CFD simulations and how
to correctly set up a CFD study to achieve reliable and accurate results. An
example case performed with the open-source software package OpenFOAM
illustrates how to set up the problem.[25] Other numerical techniques to
solve the transport equations include finite difference, finite element meth-
ods, and population balance modelling coupled with CFD,[19] which will be
addressed in future tutorial reviews. The scope of this review is restricted
to FVM as the other techniques require a distinct treatment due to their
uniqueness/specificity and complexity.
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2. THEORY

2.1. Mathematics in CFD

2.1.1. Governing Principles

CFD codes characterize fluid flow, including granular phases, which are
treated as pseudo-fluids. The four main constitutive relations (conservation
laws) to fully describe reacting fluid flow of Newtonian fluids are:

❼ The continuity equation (law of mass conversation)

∂ρ

∂t
= −∇ · (ρv) (1)

❼ The momentum or Navier–Stokes equations, which is an extension of
Newton’s second law for fluid motion (Equation (2)) to calculate pres-
sure and velocity fields. It looks more complex than F = m · a for
solid body motion. The source term, Qv, represents external forces,
including gravity acting on the fluid per unit volume (i.e. ρg).

∂

∂t
[ρv] +∇ · (ρvv)− µ∇ ·

(

[

∇⊗ v + (∇⊗ v)T
]

−
2

3
∇v · I

)

= −∇P +Qv

(2)

❼ The species balance equation is required for flows involving multicom-
ponent mixing and/or reactions (Equation (3)). This generalized ex-
pression of the convection-dispersion equation includes source terms for
chemical reactions,Rk. OpenFOAM includes an additional source term
QY to account for porous zones and moving reference frames without
having to modify and recompile the solver.

∂

∂t
[ρYk] +∇ · (ρYkv) = ∇ · (ρDeff,k∇Yk) +Rk (3)

❼ The conservation of energy equation (Equation (2.1.1)) calculates the
temperature over the simulation domain at every time step, based on
enthalpy and reaction rates. Again, OpenFOAM allows for source
terms to be soft-coded.

∂

∂t
[ρH] +∇ · (ρHv) +

∂

∂t
[ρK] +∇ · (ρKv)−

∂

∂t
[P ]

= ∇ · (ραeff∇H) +QR (4)
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The six physico-chemical properties expressed in the above relationships in-
clude pressure (P), velocity (v), density (ρ), mass (mole) fraction (Y ), en-
thalpy (H), and temperature (T ), which are linked by an equation of state
when at thermodynamic equilibrium. The ideal gas law is one example of
an equation of state (P = ρRT ). The challenge in resolving this set of
equations resides in the fact that both pressure and velocity fields must be
calculatd via the momentum equation. For turbulent reacting flows, addi-
tional computational challenges arise in modelling turbulence and simulating
the chemistry-turbulence interactions.[26]

2.1.2. Finite Volume Method

In the FVM, the entire design space is divided into many small, non-
overlapping control volumes called cells, and this process is known as mesh-
ing. We evaluate the primary variables of the Navier–Stokes equations in
each cell, which determine how each is transported through the mesh:

∫

V

[

∂ϕ

∂t
(ρϕ)

]

dV +

∫

V

[∇ · (ρvϕ)] dV =

∫

V

∇ · (Γ φ∇ϕ) dV +

∫

V

Qφ dV

(5)

where, ϕ is a fluid property, T , and v, is the turbulent kinetics or energy.
Equation (5) is solved for each transport variable ϕ in the system and the
transport equation represents the conservation of a variable in a FVM cell.
This equation thus allows to solve all the conservative equations. In that
sense, CFD-FVM can be truly understood as a computational transport
phenomenon.[27] The following fluid properties are to be resolved:[28, 29]

❼ The first term is the unsteady term or accumulation term and represents
the accumulation of a certain variable within a control volume over
time.

❼ The second term represents the convection term as it includes the ve-
locity vector.

❼ The third term is the diffusive term and accounts for changes in fluid
properties due to gradients in the flow.

❼ The source term (last term) comprises phenomena related to the lo-
cal production and destruction of a fluid property within the control
volume (e.g., external forces in the momentum balance equation).
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The FVM model assumes that the value of a variable in a cell is stored
at the cell centre and all variables vary linearly across the cell, both in time
and space. The overall solution involves computing the transport equation
for each cell independently. In order to reach a solution, boundary condi-
tions are imposed for each transport variable. The requirements for these
cells are that they are non-overlapping, their faces are planar, and do not
protrude into each other, so theoretically they could be of any shape. In
practice, regular shapes are best. Although the solution is obtained by solv-
ing the transport equation for each cell, the value in each cell also depends
on the values of the neighbouring cells, which are transmitted through the
diffusion and convection terms. The divergence operator, associated with
the diffusion and convection terms, highlights the dependency on the vector
field surrounding the cell. Assessing this vector field would be impractical
with volume integrals. For this reason we convert them to surface integrals
using the Divergence or Gauss–Ostrogradsky theorem, which states that the
volume integral can be replaced by a surface integral of the flux over the
surface faces:[30]

∫

V

∇ · F dV =

∫

S

F · n̂ dS (6)

An additional benefit of the Gauss–Ostrogradsky theorem is that the equa-
tions are now conservative since they are based on the flux at the surface.
This means that when a flux enters a cell, the same flux leaves the cell in
the opposite direction. However, there is still a surface integral to be solved,
which—being a mathematical operation—requires a numerical approxima-
tion. To estimate this integral, we assume (1) the surface integral over the
entire cell is equal to the sum of the integrals for every face and (2) the value
of a surface integral of a face can be approximated by the value at the centre
of the face. Smaller cells increase the accuracy.

These two assumptions transform the integral to a sum of the values at
the face centre, which is an essential step to discretize the integrals to solve
numerically. This shifts the problem to finding the value at the face centres
while only the values of the cell centres are known. Therefore, we must
interpolate to determine the value from the cell centre to the face centre.
The three main linearization or discretization schemes are (Figure 1):

❼ Linear differencing

❼ Upwind differencing
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❼ Linear upwind differencing

In the linear differencing scheme, the value at the face centre, ϕF, is
computed as the sum of the cell centre, ϕP, and it’s neighbour cell centre,
ϕN, multiplied by a factor fx to account for the distance between the cell
centre and the face. This scheme depends on two points and thus is second-
order accurate.

ϕF = fxϕP + (1− fx)ϕN (7)

Upwind differencing is simpler and more stable, but it is only first-order
accurate, which is convenient to start with. Higher order methods are pre-
ferred as they minimize numerical diffusion issues observed with first-order
schemes like smearing sharp interfaces. Numerical diffusion comes from trun-
cation errors of the second- and higher order terms, leading to an additional
component associated with the diffusion term, proportional to grid size, den-
sity, and velocity in the upwind scheme.[27, 31] It states that the value at
the face is extrapolated directly from the value at the cell centre. When the
flux is positive , that is, pointing towards the outside of the cell, the value
at the face equals the value at the owner cell ϕP; when the flux is negative,
it takes the value of the neighbouring cell ϕN.

ϕf =

{

ϕf = ϕP for F ≥ 0
ϕf = ϕN for F ≤ 0

(8)

Linear upwind differencing lies between the linear differencing and the
upwind differencing scheme. It uses a gradient to compute the cell values at
the face but this gradient is not computed between the owner cell and the
neighbour at that face. In this case, the gradient is computed between the
owner cell and the neighbour of the opposite cell of the target face. This
gradient is then extrapolated to the target face. This scheme is also second-
order accurate, and, more importantly, it can be limited for flows with rapid
changes, making it more stable than the linear scheme with a slight decrease
in accuracy.[27, 33]

The numerical schemes thus provide a solution to solve the convection
term. The diffusion term requires additional corrector terms[34] and other
approaches deal with the source and unsteady terms.[24] Each term of the
transport equation is discretized and placed in a matrix of coefficients, ei-
ther in the matrix M , for implicit terms (i.e., their value depends on other
variables in the current time step) or they are added to the matrix B for ex-
plicit terms (those that are independent of other variables in the current time
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Figure 1: 2D representation of spatial discretization schemes, with owner cell centre P and
neighbouring cell centre N . F denotes the value on the face, between the two. The value of
F is calculated by: a linear approximation between P and N ((A) linear approximation);
extrapolation of the value of the cell centre to the face centre, depending on the sign of
the flux, either the value of P or N is selected ((B) upwind scheme); and, the value of the
face centre is calculated by the extrapolation of the gradient of the flux within the cell to
the face, again this extrapolation depends on the sign of the flux ((C) linear upwind) [32]
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step). The entire process comprises solving Equation (9) with the matrix v,
the matrix for the velocity terms:[35, 33]

M · v = B (9)

This equation is solved iteratively starting from an initial condition we in-
put. The solver evaluates the equation, calculates the errors on the estimate,
makes a new estimate, and repeats until the errors fall below a set thresh-
old. Examples of FVM-CFD software packages are OpenFOAM[25], Ansys
Fluent,[36] and Star CCM [37]; the latter two are commercial FVM-CFD
software packages.

An example of an iterative process is the pressure-velocity coupling, a
solution method used mostly for incompressible flows. In this method a
system of four equations is iteratively solved until the pressure and velocity
both satisfy a user-defined threshold:

❼ M · v = −∇P

❼ H = Av −Mv

❼ ∇ (A−1∇P) = ∇ (A−1
H)

❼ v = A
−1
H −A

−1∇P

(The derivation of this system of equations can be found in the supporting
information.)

This system can be solved in two methods, either via the black arrow,
which denotes the semi-implicit method for pressure-linked equations algo-
rithm (SIMPLE).[38] This system is mostly used for steady-state simulations.
The red arrow shows the pressure implicit splitting of operators (PISO) loop
[39]; this algorithm is used for transient cases.[35] The momentum predictor
step is only solved once, which speeds up the simulation but for accurate
solutions, a limiter is needed on the size of the time step. This limiter is
known as the Courant, Friederichs, and Lewy condition or the CFL-number,
NCFL.[40]

NCFL =
∆t · v

∆x
(10)

This condition ensures that the fluid travels less than the distance of one cell
during each time step (leak-forward diffusion).[41]
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In the field of CFD, we refer to the “user-defined threshold” as the resid-
ual and it is one of the key parameters to monitor to confirm that the sim-
ulation is working smoothly. Residual values are calculated for each of the
transport variables in the simulation, and they are based on the principle
of conservation from Equation (6), which makes the residual a scalar field
within the simulation domain. Ideally, the deviation between the flux in a
cell equals the flux out, so the residual equals zero. Most CFD codes use
a representative residual to assess convergence and provide plots of residual
versus the number of iterations. The residuals in the plot should decrease
until they reach a steady level. When the value of the residual drops below
the threshold set by the user this indicates the program has converged to a
solution. We stress that converged residuals are only one metric to assess
the coherency of the solution. Another criterion to consider is the conser-
vation of the transport properties over the mesh, referred to as the global
imbalance. If the global imbalance is small, this means that the quantity
is preserved within the complete computational domain. Other qualitative
approaches to assess the simulation convergence include the minimum and
maximum values of transport properties and point or line monitors within
the mesh. These qualitative approaches require a certain knowledge of the
system beforehand, to check whether or not the maximum value is realistic.

3. OpenFOAM Case Structure

To set up a simulation case in OpenFOAM requires various folders (blue
text Figure 2 and files (green text). The three main folders are 0, constant,
and system. The 0 folder contains all the information regarding the ini-
tial and boundary conditions for temperature, velocity, pressure, turbulence
parameters, and chemical species.[42] We modify an existing (tutorial) sim-
ulation case to suit our needs rather than preparing this file from scratch.
As a simulation runs, new time folders are written with the same structure
as the 0 folder (i.e., containing files for every variable calculated) but named
with the selected write time in the simulation settings (e.g., folder 10 for the
result after 10 seconds in the case of transient simulations).

The constant folder contains (1) the chemical species thermo-physical
properties, (2) chemical reactions along with their reaction rates (as well as
how to model the interaction between chemistry and the fluid flow), (3) the
fluid properties (the turbulence model if required, located in the momentum-

Transport file), and (4) the mesh either imported or defined by the user (in
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the polyMesh folder).
In the system folder, the user specifies the parameters needed for the

solution, including simulation settings, discretization schemes, and solvers.
The controlDict file has the time step, the write step, start and end times,
and run-time post-processing requirements, using custom-built or built-in
functions (e.g., for residuals, forces, or streamlines). In addition, the system

folder contains the blockMeshDict in which the parameters required for the
mesh generation are specified. The meshing tool provided with OpenFOAM
is blockMesh, which generates the polyMesh file in the constant folder).

4. TYPICAL WORKFLOW

4.1. Problem Statement

The first step in a CFD study is to establish the goal and select the re-
quired information to be extracted bearing in mind that CFD simulations are
both time consuming and require massive amounts of storage. We demon-
strate the workflow with the liquid phase adiabatic isomerization of n-butane
in 90% n-pentane at 2MPa.[43] Since the reaction only requires a trace
amount of catalyst, we assume the liquid phase is homogeneous. The reac-
tion is first-order and the rate constant is 31.1 h−1 at 360K with an activation
energy of 65.7 kJ ·mol−1. The equilibrium constant, KC, equals 3.03 at 60 ◦C

r = k(CnC4
− CiC4

/KC) (11)

We first solved the conventional 1D plug flow model with MATLAB
R2019a with the Runge-Kutta method and a variable time step (ode45 ),
which provided a baseline to compare results from the CFD simulations (Fig-
ure 4). We also tested an irregular-shaped tube to test the simulation. In-
deed, the ideal plug flow design equation is independent of the reactor shape
(c.f. Fogler’s “Picasso” reactor).[43] The irregular reactor consists of a tube
with a sudden expansion, immediately followed by a contraction—a notched
reactor (Figure 7). This geometry represents an exaggerated case of coupling
between two tubes with a tight joint to illustrate the expansion–contraction
effect on n-butane conversion.

4.2. One Dimensional Model

In the case of the conventional 1D model, the resolution boils down to
the coupled mass (Equation (12)) and energy balances (Equation (13)). The

11



momentum balance is excluded since the reaction rate is independent of
pressure for a constant density liquid-phase reaction.

∂Ci

∂t
= −

∂(uzCi)

∂z
+Ri (12)

The energy balance reduces to a linear relationship between the conver-
sion of n-butane, and the reactor temperature, neglecting the temperature
dependency on the heat capacity, as well as the temperature correction for
the enthalpy of reaction.

T = T0 −
X∆H

(Cp,nC4
+ θnC4

Cp,iC4
+ θC5

Cp,C5
)

(13)

4.3. Model and Solver Selection

CFD packages, and OpenFOAM especially, come with various codes to
solve different types of problems. A package of CFD codes that solves a
specific task is called a solver: simple solvers treat single-phase, isothermal,
and incompressible flows while advanced solvers handle problems related to
heat transfer, multi-phase flow, and chemical reactions.[3]

Here, we treat a constant density chemical reaction in the liquid phase, so
we selected the rhoReactingFoam solver, which solves the equations of conti-
nuity, momentum, species conservation, and energy sequentially—Equations (1–
2.1.1) (Figure 5—statements referring to the equations in the source code are
shown in colour). The solution algorithm starts with the continuity equation,
solved prior to entering in the outer loop. The outer loop then starts with
the momentum equation (Equation (2)), followed by the species transport
equation (Equation (3)) and the energy equation (Equation (2.1.1).) The
energy equation is solved considering enthalpy or internal energy (the former
here), and the temperature is derived from:

Cp =

[

dH

dT

]

p

(14)

The solution algorithm then enters in the inner loop, which consists of
solving the pressure–velocity coupling and the continuity equation. After
the solver has completed a user-defined number of inner iterations, the tur-
bulence parameters are calculated and the numerical values of Deff and αeff

are updated to account for the turbulence: The effective diffusivity of each

12



species is the sum of the molecular and turbulence diffusivity (ratio of the
molecular viscosity and density and that of the turbulent kinematic viscosity
and the NSc, respectively). As a final step, ρ, Cp and k are updated. The
solution algorithm finally returns to the momentum equation and iterates
over this outer loop a user-defined number of times. Once the number of
programmed iterations is reached (or the accuracy is reached), the time step
is updated and the solution algorithm repeats until the final time step.

5. TYPICAL WORKFLOW

5.1. Problem Statement

A good practice for chemical reactions is to first check the kinetic expres-
sions in a simplified simulation case. This minimizes the risks of dimensional
errors. OpenFOAM requires mass-based reaction rates and thermo-physical
properties, where conventional chemical engineering approaches favour mole-
based values. Table 1 lists the boundary conditions for the OpenFOAM
model. The physical interpretation of the boundary conditions are here self-
explanatory (e.g., “fixedValue”, or “zeroGradient”), except for the pressure,
where we used a “fixedFluxPressure” boundary conditions, allowing to cal-
culate the pressure gradient based on velocity. The results from both simu-
lations (Figure 3) agree well with only a 0.14% difference in i-butane mass
fraction at the outlet and 0.007K for temperature.

With this confirmation, we demonstrate that we correctly implemented
the kinetic model, then we built the conventional and irregular-shaped ge-
ometries with 5◦ wedges along the length of the reactor. This wedge shape
is a simplification of the tubular shape of the reactors that accelerates the
simulation by making use of azimuthal symmetry about the longitudinal axis
of the tube.

When setting up the CFD simulation, we must select between laminar
and turbulent flow regimes. Erroneously selecting a laminar regime for high
Reynolds number flows or clearly non-laminar flows produces artefacts and
oscillations in the residuals. Turbulence modelling is a field on its own[44] and
a plethora of models exist, each with its strengths and weaknesses but not
all solvers are compatible. For the example case, we selected the Reynolds
averaged Navier–Stokes (RANS) approach.[45] RANS models comprise an
equation for turbulence intensity and another for specific dissipation rate
(ω), or the dissipation rate (ϵ). Here, we selected the k − ω shear stress
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transport (SST) model, which is a blended turbulence model with higher ac-
curacy than the k− ϵ model or the k−ω model from which it is derived.[46]
It is especially suited for flows that detach from walls, which is the case in
the notched reactor. The simplified forms of the transport equation are given
in Equation (15). The terms Cφturb

, ϵφturb
, and Dφturb

represent the creation,
dissipation, and diffusion of the turbulence parameters, while k is the turbu-
lent kinetic energy and the ω is the turbulence specific dissipation rate.[47]
From these two values, a turbulent viscosity νt is calculated. The formula to
evaluate the turbulent viscosity itself depends on a blending function and on
the distance to the wall and the vorticity, Ω (Equation (16)), where its value
is given by k/ω, except in an adverse pressure gradient where the dissipation
of turbulent kinetic energy is greater than its dissipation rate. For more in-
formation, readers are referred to Menter’s original paper on the k − ω SST
turbulence model.[46]

∂ρϕturb

∂t
+∇ · (ρ · vϕturb) = Cφturb

− ρϵφturb
+Dφturb

(15)

νt =
a1k

max(a1ω;ΩF2)
(16)

5.2. Geometry and Meshing

Once the problem has been defined, we establish the geometry and create
the mesh. Meshing is one of the most time-consuming steps in a project. A
high-quality mesh improves stability and accuracy. Meshing discretizes the
design space into cells connected via cell faces to neighbouring cells. The
FVM is constructed in such a way that each cell should have 1 neighbouring
cell per cell face (except for the cells near the boundaries).[24]

Structured meshes have a logical indexing structure and each cell has an
index (i, j, and z) and its next neighbour will have (i+1, y+1, and z+1).
This makes numerical interpretation of the cell indices easy. For unstruc-
tured meshes, two adjacent cells do not necessarily have the same index, and
this numerical interpretation has to be taken into account in the solver. In
practice, the structured meshes tend to consist of the same cell type (in most
cases hexahedral cells), unstructured meshes can consist of a wide collection
of cell types with different polyhedral shapes. OpenFOAM has integrated
automated meshing codes for both structured (blockMesh)[48] and unstruc-
tured meshes (snappyHexMesh).[48] SALOME,[49] Pointwise, and ANSYS
- Fluent have open-source and commercial software packages to generate
meshes.
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5.2.1. Mesh Quality

The mesh is a collection of the cells in the design space. However, not all
meshes are equally suited for CFD, and before the start of the simulation,
the quality of the mesh, which depends on the quality of the individual cells,
should be checked. Much like the strength of a chain depends on the weakest
link, the quality of a mesh is defined by the cell with the lowest quality. The
four metrics for mesh quality are: aspect ratio, skewness, orthogonality, and
smoothness.[50]

5.2.2. Example Meshes

Three distinct meshes were created for the example cases (Figure 7):

1 A coarse 1D structured mesh with an inlet and outlet boundary condition
to confirm the chemical rate equations was correctly implemented. All
other faces are defined using the OpenFOAM-specific type boundary
empty, representing dimensions of the flow where no solution is required
(Figure 7A).[48]

2 A tubular reactor mesh is constructed as a 5◦ wedge of a tubular reactor
with a 0.1m and a 0.5m diameter (Figure 7B). The simplification is
due to the azimuthal symmetry of the reactor.[51]

This mesh has three additional sets of boundary conditions compared
to the 1D case: a wall type boundary on the outer wall (the tube’s
inner wall), a symmetry type (axis of the reactor), as well as a wedge

boundary (planes along the axis). The wedge boundary conditions
result from the rotational symmetry of the domain (but should not be
used for rotating flows, where periodic boundary conditions are used).

3 The mesh represents the notched reactor and is designed to ensure that the
total volume of the reactor was the same as the conventional tubular
reactor (Figure 7C). This shape illustrates that CFD simulations apply
to variable geometries for which a PFR model is inapplicable.[52]

All of these meshes are structured meshes created with the blockMesh utility.

5.3. Tubular Reactor in OpenFOAM

The boundary conditions to simulate the tubular reactor with FVM-CFD
consists of fixed-value and no slip conditions turbulent intensity kinetic en-

ergy inlet and turbulent mixing length frequency inlet (Table 2). The latter
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Table 1: Boundary conditions for the 1D model provided in the context of their imple-
mentation in OpenFOAM.

U p T species

inlet Fixed-
value

Fixed-
flux-
P

Fixed-
value

Fixed-
value

outlet Zero-
gradient

Fixed-
value

Zero-
gradient

Zero-
gradient

defaultFacesempty empty empty empty

two relate to turbulence model-specific boundary conditions and only require
as entries the intensity of turbulence (typically between 2 and 5%) and the
mixing length (0.07 times the hydraulic diameter), respectively. The tur-
bulence intensity (equal to the squared root of the sum of squared of the
velocity fluctuations) is calculated from:

k = 1.5(TiU0)
2 (17)

The numerical value of the specific rate of kinetic turbulent energy dissipation
from the calculated turbulent kinetic energy using:

ω =
k1/2

L
(18)

Other turbulence model-specific boundary conditions are given in the case
files available on request.

❼ Zero-gradient: The normal gradient of the selected variables is fixed at
zero so the values at the boundaries are calculated.

❼ Inlet–outlet: A mixed boundary condition to prevent fluid re-entering
through the face by using the zero gradient when fluid flows out of the
domain and a fixed value (here, set to 0), when the fluid flows into the
domain.

❼ Wall functions (applied here to both k and ω): Empirically derived
functions to simulate the flow near the wall. No input from the user is
required.
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Table 2: Boundary conditions for the wedge geometry simulation in the context of their
implementation in OpenFOAM

U p T species k ω
m/s Pa K g · g−1 m2 · s−2 s−1

inlet fixed
(0, 0, 26)

fixed-flux-
P

fixed: 420 fixed:
0.88 (n-
butane)

turbulent-intensity-

kinetic-energy-inlet

turbulent-mixing-

length-frequency-inlet

outlet zero-
gradient

fixed: 2 ×
106

zero-
gradient

zero-
gradient

inlet-outlet inlet-outlet

outerwall no slip zero-
gradient

zero-
gradient

zero-
gradient

kqR wallfunction omega wall function

We ran the simulation with second-order accuracy in space from the be-
ginning since the mesh was simple as is the example problem. The PISO
algorithm, with three inner correctors (for the pressure correction) and zero
non-orthogonal correctors (due to the highly orthogonal mesh), was used to
reach the solution of the simulation (Figure 8). The simulation results agree
with the PFR model (MATLAB solution), which was expected due to the
tubular geometry and high Reynolds number, that for increasing Reynolds
number, turbulent flow velocity profiles approach a plug flow profile more.
The main differences can be attributed to the no-slip conditions at the wall.
This example shows that the CFD simulation accurately predicts n-butane
conversion to i-butane in a conventional reactor case, and so we assume that
the thermophysical and chemical properties of the simulation case are cor-
rectly implemented. With this assumption, we can solve the cases for the
notched reactor with a reasonable certainty.

5.4. Notched Reactor

The simulation case was copied from the conventional tubular reactor
geometry, except for the mesh and a decrease in time step to account for the
higher velocities around the notch. The decrease in time step was necessary
to respect the NCFL condition (Equation ( 10)).

The notched reactor simulation (Figure 9) shows that the flow pattern
changes drastically near the volume expansion–contraction region, where
pressure builds up near the narrow part, velocity increases, so less n-butane
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is converted to i-butane due to a reduced residence time. As a result, the
mass fraction of n-butane and i-butane clearly deviates from the PFR con-
figuration (Figure 3).

As mentioned in the theory section, every CFD simulation should be
assessed for its convergence behaviour. The convergence performance figures
are in the supporting information. We assessed the convergence based on the
residuals, mass conservation, and steady state behaviour. For the notched
reactor, the convergence behaviour was acceptable: the residuals decreased
and the deviation in the mass conversation was small (0.2%), and after 0.06
s, the simulaltion reaches a steady state solution, which is well below the
final time step of 0.2 s.

However, a simulation that is converged does not necessarily mean it is
accurate. In order to check the accuracy of a solution, the errors induced
from the mesh quality have to be evaluated. The method to quantify the
uncertainty induced by a mesh was standardized by Roache in 1994.[53] This
step in the CFD simulation workflow is called grid refinement or mesh inde-
pendence study.

5.4.1. Grid Refinement Study

The grid refinement study applies a grid convergence index (GCI) to quan-
tify the grid independence of the solution. The GCI applies the Richardson
extrapolation to estimate the refinement error when comparing simulation
solutions with distinct grid spacing. It was originally designed to estimate
the results from any mesh refinement when a grid is doubled (r = 2). To
quantify the GCI, we simulate at least two but preferably three meshes,
with an increasing number of cells. Then, a given quantity of interest is
extracted from those simulations (temperature, pressure, etc.), and the GCI
is computed. To illustrate the procedure, we extracted the temperature in
the region after the expansion–contraction, where the flow is developed. The
overall grid convergence process is as follows:

❼ Create three meshes with a set refinement ratio, that is, the number of
points in a direction in the mesh. In the example, the refinement ratio
was 2, which means that for the 2D mesh, there was a coarse mesh
with 1000 cells, an intermediate mesh with 4000 cell,s and a finer mesh
with 16 000 cells (Figure 11).

❼ Simulate the system with the three meshes. To reduce simulation time
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for the finer meshes, we apply the results of a coarser mesh as initial
conditions, since these inputs are closer to the expected value than
best guesses. In OpenFOAM, the mapFields function completes this
operation.[48]

❼ We extract temperature from the same location from each of the three
meshes to compute the GCI: 0.35m in the axial direction and 0.0075m
in the radial direction (Table 3). From these data, the real order of con-
vergence can be computed, which is different from the theoretical order
of convergence (rf = 2 in this case) due to stretching and non-linearity
in the solution. The calculated order of convergence is obtained by us-
ing Equation (19). The simulated temperature profiles along the axis
of the notched reactor for the three resulting meshes are presented in
Figure 12.

p =
ln
(

∆Tcoarse−∆Tmed

∆Tmed−∆Tfine

)

ln(rf)
=

ln
(

45.9−55.4
55.4−59.5

)

ln(2)
= 1.19 (19)

Table 3: Grid independence study on temperature

Grid Ncells Normalized
Grid Spac-
ing

∆T (K)

Coarse 1000 4 45.9
Medium 4000 2 55.4
Fine 16 000 1 59.5

❼ The next step is to calculate the temperature at a grid with zero spac-
ing, that is, a theoretically infinitely fine grid, based on a Richardson
extrapolation.

T∞ =∆Tfine +
∆Tfine −∆Tmed

rpf − 1

=59.5 +
59.5− 55.4

21.19 − 1
= 62.7

(20)

❼ After the extrapolation step, the GCI is calculated between two grids:
GCI12 considers the change from grid 1 to 2 and GCI23 from grid 2 to
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3. We apply a safety factor, Fs = 1.25, for a 3 grid independence study
and a higher value for a 2 grid study.[54]

GCI12 =
Fs · |δ12|

rpf − 1
=

1.25 ·
∣

∣

59.5−55.4
59.5

∣

∣

21.19 − 1
= 0.07 (21)

GCI23 =
Fs · |δ23|

rpf − 1
=

1.25 ·
∣

∣

55.4−45.9
55.4

∣

∣

21.19 − 1
= 0.16 (22)

❼ In this step, we verify if Equation (23) is approximately equal to one
to confirm the solutions are in the asymptotic range:

rpf
GCI12
GCI23

= 21.19
0.07

0.16
= 1.07 ∼= 1 (23)

❼ Finally, we can state that the temperature at the probe point in the
mesh equals 420.0K + 62.7K = 482.7K and the error with respect to
the temperature rise (63 ◦C) (∆T∞ − ∆Tin) is 7%.[55] The fine mesh
and intermediate mesh temperature profiles are similar while the coarse
mesh is noticeably cooler (Figure 13). We conclude that the fine mesh
is sufficient to extract quantitative data from the simulation, as the
simulated temperature is within the 7% error of the Richardson ex-
trapolation. We also want to highlight again that eventhough the sim-
ulation on the coarse mesh convergeced nicely, the errors induced from
the mesh were quite high.

As a final note, the GCI method for grid convergence identifies numerical
errors on a grid. We only illustrated the procedure using a simple example
at one temperature. However, complete datasets can be used to check the
GCI, for instance, using the data extracted over a line in the mesh.[2] After
performing a grid refinement study, the CFD engineer should make a choice
on accuracy versus time. The finer the grid, the more accurate the solution
tends to be, but, on the other hand, the computational time for the simu-
lation will increase.[2] In this example, we used a single Intel Core i7 (8th

gen) processor, and the wall time to obtain the results with the coarse mesh
took 392 s, 1296 s for the intermediate mesh, and 6772 s for the fine mesh,
for only 0.2 s of simulated time. The reported clock times are very short
(simple homogeneous reaction) and highlights the effect of simulation using
5◦ wedge geometries. For more complex cases (e.g., multiphase turbulent
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reacting flows), the clock time can exceed weeks, even considering parallel
computing. It is also worth checking which areas of the mesh need addi-
tional refinement to reach grid convergence, as not all areas of a geometry
tend towards convergence at the same pace.[56] Sometimes, the GCI is not
reported, and authors use a less rigorous approach. For example, grids with
increasing refinement are used until there is no longer a change in the value
of interest.[57, 58] This is a valid, qualitative approach to reduce grid-related
numerical errors, and offers an alternative to the quantitative GCI procedure.

6. VALIDATION

The mesh independence study gave the most accurate result. However,
to take this from a simulation to reality, a prototype should be built, and the
results from the simulations should be experimentally validated, in this case,
for the temperature and species mass fractions. This is a validation step
required in a complete CFD study,[59, 60] which falls out of the scope of this
work. CFD simulations can provide a reasonable first estimate of what can be
expected for chemical engineering applications. However, it is not the holy
grail that allows for simulation without experimental work. Experimental
validation is mandatory for simulations heavily relying on closure or multi-
phase models (e.g., multiphase turbulent simulations elaborated from the
kinetic theory of granular flows).

7. APPLICATIONS

The acronym CFD was seldom mentioned in the 1970s and even into
the 1980s articles refer to computational fluid dynamics most rather than
CFD. The early applications were for internal engine combustion,[61] propul-
sion in aerospace,[62] grid generation,[63] and 3D turbulent flow.[64] From
the modest number of contributions in the 1980s, the field has grown and
produced over 7500 articles in 2020. The open-access program VOSViewer
generates maps of bibliometric data indexed by Scopus and WoS. The pro-
gram lumped the keywords of the articles in WoS into five categories, and
for each, it assigns a colour to identify the related topics. The category in
red deals mostly with modelling (multi-phase flow, CFD-DEM, dynamics,
and validation). The green cluster has the second most number of keywords
centred on mass transfer, combustion, and emissions). Design, optimization,
and turbulence dominate the blue cluster with the third most number of
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keywords. Heat transfer is the prominent keyword of the yellow cluster and
finally LES, ventilation, and the environment are the main keywords for the
magenta cluster.

Since the early 1980s, mechanical engineers have contributed 25% of the
scientific articles followed by energy & fuels (15%) and chemical engineering
(15%). In 2020, these three categories remained the top but energy & fuels
had the most articles (1477), while the mechanical engineering category only
had 100 more articles than chemical engineering (1342 vs. 1242). The other
top science categories were thermodynamics (1032), mechanics (934), and
civil engineering (589).

Since 2020, Safety Science published the most cited article entitled “Mod-
elling aerosol transport and virus exposure with numerical simulations in rela-
tion to SARS-CoV-2 transmission by inhalation indoors” (123 citations).[65]
The second most cited article (99 citations) was in Thermal Science entitled
“Investigation of Air Conditioning Temperature Variation by Modifying The
Structure of Passenger Car Using Computational Fluid Dynamics”.[66] The
subject of the third most cited article (88 cites) was about vortex cyclones
and submicron particles entitled “Charging effect on separation performance
of outer vortex type cyclone for submicron particles at different operating
parameters” in Particulate Science And Technology.[67]

The Canadian Journal of Chemical Engineering published 17 articles on
CFD in 2020, and the three top cited were: “Effect of substrate geometry and
flow condition on the turbulence generation after a monolith,”[68] “Numer-
ical simulation of the mass transfer process of CO2 absorption by different
solutions in a microchannel,”[69] and “A CFD-DEM approach to study the
breakup of fractal agglomerates in an internal mixer.”[70]

7.1. Limitations

CFD studies are only as accurate as the models upon which they are
built—turbulence models unless direct numerical simulations are performed,
multiphase simulations relying either on the kinetic theory of granular flow or
on the DEM approach. Complex domains coupled to complex physics require
excessive CPU time but this has become less of a concern with the availability
of high performance computing systems. Even so, the example case with 16
000 cells and 0.2 s simulation time took close to 2 h on the single Intel Core
i7 (8th gen) processor. An important question is how long before you decide
that the system has reached steady state—when the velocity, temperature,
and species concentrations change less than a set threshold with a successive
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iteration. For example, a change in average species mole fraction in the gas-
phase and on a catalyst surface of less than 0.01% · s−1.[71] For multiphase
systems that have natural fluctuations, like fluidized beds, it is based on a
time-average steady state.[72]

Apart from CFD’s reliance on external programs and models, CFD also
depends on the quality of the mesh. Poor quality cells introduce numerical
problems during the simulation, but making a mesh for complex geometries
with only perfect hexahedral cells, as were used in the example case, is rarely
possible.

FVM-CFD has not advanced sufficiently to replace experiments; rather,
it provides initial estimates to help design prototypes instead. In many cases,
an accuracy of on the order of 10% is considered good. Other limitations
include the software: not all FVM - CFD programs have suitable solvers.
Users of open-software packages can add their own code, but this is often
very time consuming. Another advantage of open-source codes is that they
are free on high-performance computer clusters, whereas commercial CFD
codes cost, and this becomes prohibitively expensive for problems requiring
many licenses. The commercial software models and algorithms are robust,
and most of the errors come from user-added inputs. Integrating custom
code into process simulators is cumbersome and takes longer than writing a
program from scratch.

Errors compound as the simulations proceeds from one step of the pro-
cess to the next. Simulators have no error assessment capability. Finally,
the scale at which the simulation is performed is crucial in any FVM–CFD
study but is especially important for chemical engineering applications, for
example, the mass and heat transfer between a catalyst particle and the sur-
rounding reacting gas.[73] These effects are local and thus need small cells
to simulate them accurately. For small-scale reactors, this can be achieved,
but for larger reactors, the mean cell size would have to stay the same so the
absolute number of cells would be a lot higher. This would result in much
longer computational times. The scalability of a CFD code is of primary im-
portance: an increase in simulation cores should be accompanied by a linear
increase in computational time. This is a main drawback of current CFD-
DEM codes where the CFD and DEM parts are treated sequentially. The
scalability of a CFD code strongly depends on the complexity of the simula-
tions (large Eddy simulation vs. Reynolds-averaged, multiphase turbulence
reacting flows, etc.).
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8. CONCLUSIONS

From 1997 to 2017, the number of CFD articles indexed by WoS grew
from 400 to 7000. However, the productivity has stagnated somewhat at
below 8000 in the last 5 years. Here, we provided new CFD users with
a framework to get started and illustrated the typical workflow with the
adiabatic isomerization reaction of n-butane to i-butane. The CFD imple-
mentation in OpenFOAM was first validated with a PFR model resolved
using MATLAB to check the accuracy of the CFD code. We then simulated
a tubular reactor using CFD and pushed the concept of asymmetric reactors.
The mesh independence study confirmed that 16 000 meshes were sufficient
to reach within 7% of the solution estimated with the Richardson extrapo-
lation. The cost of commercial packages can be prohibitive while working on
high-performance computer clusters. For this reason, researchers will con-
tinue to program with open-access programs like OpenFOAM. However, the
downside of open-access is technical support and new releases that improve
performance but have issues: the latest OpenFOAM release includes 750
commits and 200+ resolved issues.[74]

Nomenclature

a acceleration (m · s−2)
a1 k − ω SST model parameter
A diagonal matrix of implicit coefficients
B matrix of explicit coefficients
Ci concentration of species i (mol ·m−3)
Cp,i specific heat capacity for species i (J ·mol−1 ·K−1)
Cφturb

creation of turbulence transport variable
Deff effective diffusivity (m2 · s−1)
Dφturb

diffusion of turbulence transport variable
F force (N)
F flux
Fs safety factor
F1 blending function
g gravitational acceleration (m · s−2)
GCI grid convergence index
H matrix of the off-diagonal coefficients
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H specific enthapy (J ·mol−1)
I matrix of the unit vectors
k turbulence kinetic energy (m2 · s−2)
k first-order kinetic constant—Equation (11) (s−1)
KC equilibrium constant defined in the liquid phase
K kinetic energy
m mass (kg)
M matrix of implicit coefficients
NCFL Courant-Friedrichs-Lewy number
NSc Schmidt number
n̂ unit vector normal to a surface
p apparent order of accuracy
P pressure (Pa)
Qφ general source term for variable ϕ
QR heat of reaction
r reaction rate (mol ·m−3 · s−1)
rf refinement factor
R universal gas constant (J ·K−1 ·mol−1)
R net production rate (mol ·m−3 · s−1)
S surface (m2)
t time (s)
T temperature (K)
uZ superficial velocity for the 1D model (m · s−1)
v velocity (m · s−1)
V volume(m3)
x cell size (m)
X chemical conversion
Y mass fraction
z axial coordinate (m)

Greek Letters
αeff effective thermal diffusion coefficient (m2 · s−1)
Γ diffusion coefficient (m2 · s−1)
ϵphiturb dissipation of turbulence transport variable
ρ density (kg ·m−3)
µ viscosity (kg ·m−1 · s−1)
ν kinematic viscosity (m2 · s−1)
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νt turbulent kinematic viscosity (m2 · s−1)
ϕ general transport property
ϕturb general transport property for turbulence
θi ratio of flowrates with respect to limiting reactant
ω specific disipation rate (s−1)
Ω vorticity magnitude
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Figure 2: Structure for the OpenFOAM case of the PFR model
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Figure 3: Top plot: Mass fraction of n-butane and i-butane along the reactor axis. Bottom
plot: Difference between MATLAB R2019a and 1D flow in OpenFOAM. The maximum
∆xi reaches a mass fraction of 0.02 g · g−1 at the entrance where the xi varies most
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Figure 4: Top plot: temperature profile along the PFR horizontal axis. Bottom plot:
Difference between MATLAB R2019a and 1D flow in OpenFOAM. The maximum ∆T

reaches 0.9 ◦C at the entrance where T varies most

37



38



Figure 6: Structured (left) and unstructured (right) meshes. The structured mesh shows
a logical ordering of cells where the unstructured mesh does not

A B C
Figure 7: Meshes for the example case: A 1D mesh, B wedge shape mesh of the conven-
tional tubular reactor, and C wedge shape mesh of the unconventional notched reactor
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Figure 8: PFR model solved with MATLAB R2019a (black line) versus CFD simulation
(concentration profile extracted at the centre and near the wall). Window: zoom of the
region with the highest gradient
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Figure 9: The results from the simulation of the notched reactor, showing (from left to
right) pressure (in Pa), velocity (in m · s−1), and i-butane mass fraction. The direction of
the flow goes from bottom to top
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Figure 10: n-Butane and i-butane mass fraction over the length of the notched reactor at
the centre

Figure 11: Mesh geometry for the grid refinement study: coarse grid (left), medium grid
(middle), and fine grid (right)
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Figure 12: The temperature on the notched reactor for each of the three meshes used
for the grid convergence study, that is, on the coarse mesh (left), the intermediate mesh
(middle), and the fine mesh (right)
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Figure 13: Temperature profile as a function of number of cells. The lower plot is the
difference in temperature between the profile with 16 000 cells and 4000 cells (red) and
16 000 cells and 1000 cells (green)
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Figure 14: CFD keyword bibliometric map. It was generated with VoSViewer and is
based on the 100 most often mentioned keywords in 7692 articles WoS indexed in 2020
with the CFD as the search criteria in the Topic field: red cluster with 32 keywords,
green (21), blue (18), yellow (17), and magenta (14) The size of the circles and fonts
are proportional to the number of articles: hydrodynamics (212 articles), combustion
(263) design (583), heat transfer (655), and LES (243). The size of the smallest circles
corresponds to 53 articles, and the lines represent citation links. The map excludes several
keywords because the number of occurrences is so large that they dwarf the others and
would have overlapped too many: red—simulation (1931), red—model (1130), blue—CFD
(4417), blue—flow (1328), and magenta—systems (672). Abbreviations: ANN—artificial
neural networks, DEM—discrete element method, FEM—finite element method, LES—
large eddy simulation, NP—nanoparticle, and RANS—Reynolds averaged Navier–Stokes
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